Numerical method for determination of the NMR frequency of the single-qubit operation in a silicon-based solid-state quantum computer
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A numerical method is introduced to determine the nuclear magnetic resonance frequency of a donor (\(^{31}\)P) doped inside a silicon substrate under the influence of an applied electric field. This phosphorus donor has been suggested for operation as a qubit for the realization of a solid-state scalable quantum computer. The operation of the qubit is achieved by a combination of the rotation of the phosphorus nuclear spin through a globally applied magnetic field and the selection of the phosphorus nucleus through a locally applied electric field. To realize the selection function, it is required to know the relationship between the applied electric field and the change of the nuclear magnetic resonance frequency of phosphorus. In this study, based on the wave functions obtained by the effective-mass theory, we introduce an empirical correction factor to the wave functions at the donor nucleus. Using the corrected wave functions, we formulate a first-order perturbation theory for the perturbed system under the influence of an electric field. In order to calculate the potential distributions inside the silicon and the silicon dioxide layers due to the applied electric field, we use the multilayered Green’s functions and solve an integral equation by the moment method. This enables us to consider more realistic, arbitrary shape, and three-dimensional qubit structures. With the calculation of the potential distributions, we have investigated the effects of the thicknesses of silicon and silicon dioxide layers, the relative position of the donor, and the applied electric field on the nuclear magnetic resonance frequency of the donor.
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I. INTRODUCTION

Quantum computers have been proposed to possess enormous computation power over conventional computers for certain types of problems. Since then, a large amount of research interest has been found in the realization and design of quantum computers. Recently, the realization of quantum computers by solid-state materials has gained considerable attention because of the possibility of designing scalable quantum computers. Proposals have been found on realizing the qubit (the basic operation unit in a quantum computer) using nuclear spins in atoms and electron spins in quantum dots. In 1998, Kane proposed to use the nuclear spin of a phosphorus atom (\(^{31}\)P) embedded in a silicon substrate as a qubit for quantum computing. In Kane’s original idea, the operation of the qubit is achieved by a combination of the rotation of the phosphorus nuclear spin through a globally applied magnetic field and the selection of the phosphorus nucleus through a locally applied electric field. The local electric field is applied through a metallic gate, called the A gate, which is a metallic strip laid on top of the silicon substrate. As the magnetic field is applied globally, all the phosphorus nuclei (qubits) in the quantum computer will be affected. Hence it is important to be able to bring only a specific phosphorus nucleus into magnetic resonance with the magnetic field, i.e., the addressing function. This addressing function is accomplished by applying a voltage to the A gate to change the nuclear magnetic resonance (NMR) frequency of the phosphorus nucleus. The applied voltage changes the hyperfine interaction between the phosphorus nucleus and the outer valence electron. This in turn changes the magnetic resonance frequency of the nucleus. Therefore is it important to know the relationship between the applied voltage on the A gate and the change of the NMR frequency. To obtain this relationship is actually divided into two problems. The first is to obtain the wave functions of the donor electron, and the second is to determine the potential distribution inside the silicon substrate. Research on the first problem started several decades ago from Kohn and Luttinger’s effective-mass theory. In order to obtain the correct value of the wave function at the donor nucleus, Kohn introduced a “central-cell correction” technique. Subsequent modifications to the effective-mass theory have greatly improved its accuracy in calculating the energy levels. However, to obtain the accurate values of the wave functions at the donor nucleus still posed a challenging problem. To tackle the second problem, several attempts have been reported in the literature. Kane obtained the potential distribution due to the voltage on the A gate and its relationship to the nuclear magnetic resonance frequency by following estimates of Kohn of shallow donor Stark shifts in silicon. Larionov et al. considered simplified A gate geometries and obtained an analytical expression for the potential function. Kettle et al. used a computer-aided design (CAD) tool to model the qubit structure as a two-dimensional (2D) device and Koiller et al. considered a uniform potential distribution.

In this study, we will address both these problems. To tackle the first problem, we introduce an empirical correction factor to the wave functions obtained by Ning and Sah at the donor nucleus. This correction factor accounts for the rapid fluctuation of the wave functions from their (averaged) values at the donor nucleus predicted by the effective-mass theory. To tackle the second problem, we use the multilayered Green’s functions and solved an integral equation by the moment method. We use the complex image method to calculate the spatial domain Green’s functions from the spectral domain multilayered Green’s functions, and this enables us to consider more realistic, arbitrary shape, and three-dimensional (3D) structured A gates. Using the corrected
wave functions and the numerical values of potential distribution, we are able to formulate a first-order perturbation theory for the perturbed system under the influence of an electric field. Results obtained on the change of the NMR frequency of phosphorus. The outermost valence electron, and hence can change the nuclear magnetic resonance frequency of phosphorus. The Bohr radii, $a_{A_1}$ and $a^*$, in these hydrogenic wave functions are, respectively,

$$F_{A_1}^{1s}(r) = \frac{1}{\sqrt{\pi}} \left( \frac{1}{a_{A_1}} \right)^{3/2} e^{-r/a_{A_1}},$$

$$F_{2s}(r) = \frac{1}{4\sqrt{2\pi}} \left( \frac{1}{a} \right)^{3/2} \left( 2 - \frac{r}{a^2} \right) e^{-r/2a^*},$$

$$F_{3s}(r) = \frac{1}{81\sqrt{3\pi}} \left( \frac{1}{a} \right)^{3/2} \left[ 27 - 18 \frac{r}{a} + 2 \left( \frac{r}{a} \right)^2 \right] e^{-r/3a^*}.$$

The Bohr radii, $a_{A_1}$ and $a^*$, in these hydrogenic wave functions are obtained by a variational method to minimize the energy levels. Their values are

$$a_{A_1} = 23.1 \, \text{a.u.} = 12.22 \times 10^{-10} \, \text{m},$$

$$a^* = 39.7 \, \text{a.u.} = 21.00 \times 10^{-10} \, \text{m}.$$

Note that we have not listed the other two $1s$ state wave functions, i.e., the $1s(E)$ and the $1s(T_2)$ states. These two states are orthogonal to the $1s(A_1)$ state by means of the Bloch wave functions associated with them, and hence they have no contribution to the first-order perturbation terms. Also we will not consider the valley-orbit splitting of the $2s$ phosphorus donor atom in the silicon host, can be solved. Particularly, the donor energy levels can be obtained accurately and the donor electron wave function can be predicted accurately outside the donor nucleus. In this study, we use the results obtained by Ning and Sah on the electron wave functions. But we note that although these wave functions can yield very accurate results on energy levels, they fail to indicate the strength of the hyperfine interaction between the donor electron and the phosphorus nucleus, i.e., the value of the magnitude square of the wave function at position of the phosphorus nucleus $|\Psi_{A_1}(0)|^2$, where the $A_1$ subscript indicates the ground state of phosphorus in silicon. Actually this value is only about 44% of the experimental value.

Hence, we need to make a modification to these wave functions at the position of the donor nucleus in order to calculate the hyperfine interaction accurately at this position. According to the effective-mass theory, the electron wave functions $\Psi_1(r)$ for the unperturbed phosphorus in silicon consist of two parts, the Bloch wave function $\varphi(k, r)$ and the hydrogenic wave function $F(r)$. That is,

$$\Psi_{A_1}(r) = \frac{1}{\sqrt{6}} F_{A_1}^{1s}(r) \left[ \varphi(k, r) + \varphi(-k, r) + \varphi(k, r) + \varphi(-k, r) + \varphi(k, r) + \varphi(-k, r) \right],$$

$$\Psi_{2s}(r) = \frac{1}{\sqrt{6}} F_{2s}(r) \left[ \varphi(k, r) + \varphi(-k, r) + \varphi(k, r) + \varphi(-k, r) \right],$$

$$\Psi_{3s}(r) = \frac{1}{\sqrt{6}} F_{3s}(r) \left[ \varphi(k, r) + \varphi(-k, r) + \varphi(k, r) + \varphi(-k, r) \right],$$

where the hydrogenic wave functions are, respectively,
or 3s state as the splitting is not of a significant type as that in the 1s state. All the 2p and 3p wave functions have no contribution at the donor site, and hence they are not considered. We also ignore all excited states higher than n = 3 as their contributions are negligible.

As noted by Ning and Sah, the effective-mass theory is correct only outside the central-core region, i.e., for r > Rc, where

\[ R_c = 6.79 \times 10^{-11} \text{ m}. \]

This is due to the inability of the effective-mass theory to model the rapidly fluctuating donor potential accurately near the donor nucleus, i.e., r < Rc. Currently, a viable theory that can accurately predict the wave function inside the central-core region is still lacking. But in view of the accurate predictions of the energy levels and the values of the wave function outside the central-core region by the effective-mass theory, we use a correction factor c to account for the rapid fluctuation of the wave functions from their (averaged) values at the donor nucleus r = 0 predicted by the effective-mass theory. This correction factor is obtained by

\[ c = \frac{\text{measured value of } |\Psi_{A_1}(0)|^2}{\text{value of } |\Psi_{A_1}(0)|^2 \text{ based on the effective-mass theory}} = 1.54. \]  

(11)

We assume that this correction factor applies also to the excited states. The use of this correction factor is to be justified from a comparison with the results obtained by other methods.

B. First-order perturbation theory

With the wave functions [Eqs. (3)–(8)] of the unperturbed system H0, we can solve Eq. (1) using the perturbation theory. We write Eq. (2) as

\[ H = H_0 + \lambda W, \]

(12)

where \( \lambda W = eV \) represents a small perturbation and

\[ H_0 \Psi_n = E_n \Psi_n, \]

(13)

where \( \Psi_n \) and \( E_n \) are, respectively, the wave function and the energy of the n state of the unperturbed system. Consider the first-order perturbation to the ground state \( \Psi_{A_1}(0) \). We obtain the ground-state wave function \( \Psi'_{A_1}(0, V) \) of the perturbed system as

\[ \Psi'_{A_1}(0, V) \approx c \Psi_{A_1}(0) \]

\[ + \frac{H_{V_{2s}A_1} - H_{V_{3s}A_1} \langle \Psi_{A_1}(r) | \Psi_{A_1}(r) \rangle}{(E_{A_1} - E_2)(1 - \langle \Psi_{A_1}(r) | \Psi_{2s}(r) \rangle \langle \Psi_{2s}(r) | \Psi_{A_1}(r) \rangle)} c \Psi_{2s}(0) \]

\[ + \frac{H_{V_{3s}A_1} - H_{V_{3s}A_1} \langle \Psi_{A_1}(r) | \Psi_{A_1}(r) \rangle}{(E_{A_1} - E_3)(1 - \langle \Psi_{A_1}(r) | \Psi_{3s}(r) \rangle \langle \Psi_{3s}(r) | \Psi_{A_1}(r) \rangle)} c \Psi_{3s}(0). \]

(14)

The various terms and symbols in Eq. (14) are given in Appendix A. Note that the 2s and 3s states are no longer orthogonal to the 1s \( (A_1) \) state because they use different Bohr radii [Eqs. (9) and (10)]. As shown in Appendix A, the terms \( \langle \Psi_{2s}(r) | \Psi_{A_1}(r) \rangle \) and \( \langle \Psi_{3s}(r) | \Psi_{A_1}(r) \rangle \) are independent of the voltage on the A gate and can be evaluated numerically. Using their numerical values and the values of the wave functions at the donor nucleus position \( \Psi_{A_1}(0) \), \( \Psi_{2s}(0) \), and \( \Psi_{3s}(0) \), we can simplify Eq. (14) as follows:

\[ |\Psi'_{A_1}(0, V)|^2 = 4.4 \times 10^{29} \left[ |H_{V_{2s}A_1} - 0.71H_{V_{3s}A_1}|^2 \right] \times 10^{09} \]

\[ + |H_{V_{3s}A_1} - 0.27H_{V_{3s}A_1}|^2 \times 10^{07} + (H_{V_{2s}A_1} - 0.71H_{V_{3s}A_1}) \times 0.5 \times 10^{09} + (H_{V_{3s}A_1} - 0.27H_{V_{3s}A_1}) \times 1.2 \times 10^{09}. \]

(15)

Once \( |\Psi'_{A_1}(0, V)|^2 \) is known, the hyperfine interaction constant \( A_h \) is found by

\[ A_h(V) = \frac{2}{3} |\Psi'_{A_1}(0, V)|^2 \mu_B g_N \mu_N \mu_0, \]

(16)

where \( \mu_B \) is the Bohr magnetron, \( g_N \) is the nuclear g factor for \( ^{31}P \), \( \mu_N \) is the nuclear magnetron, and \( \mu_0 \) is the permeability of silicon. When the donor electron is in the ground state, the NMR frequency \( f \) is given by (to the second-order accuracy) \( ^{19} \)

\[ hf = 2g_N \mu_N B + 2A_h(V) + \frac{2A_h^2(V)}{\mu_B B}, \]

(17)

where \( h \) is the Planck’s constant and \( B \) is the applied static magnetic field.

C. Calculation of the potential inside the silicon and silicon dioxide layers due to the gate voltage

To calculate the various perturbation terms in Eq. (14), we need to know the potential \( V(r) \) due to the applied voltage at the A gate (see Appendix A). There have been several attempts to calculate this potential as mentioned in the Sec. I. In our current study, we shall solve the Poisson’s equation for an arbitrary 3D A gate structure using the multilayered Green’s functions. \( ^{24} \) In order to simulate the infinitely long structure of the strip in one direction, the method we use is to first assume a finite-length strip and then vary the length until the effect of the length is negligible on the nuclear magnetic resonance frequency of the donor. The multilayered Green’s functions for qubit structure shown in Fig. 1 are obtained from the work of Li et al. \( ^{24} \) and are given in Appendix B. In our numerical calculations, these Green’s functions are used to formulate an integral equation which is then solved using the moment method (see Appendix B).

III. RESULTS AND DISCUSSIONS

A. The potential variation

We first validate the numerical method used to calculate the potential \( V(r) \). For this, we calculate the capacitance be-
between two square parallel plates separated by a dielectric medium. The results are shown in Fig. 2 and compared with the results obtained by Itoh et al. The square plates are with a side length of $W$ and separation of $b$ and separated by a dielectric medium with a dielectric constant $\varepsilon_r$.

As we mentioned earlier, we model the infinitely long strip by a finite-length strip. We therefore need to know how long is the strip that approximately gives the same potential at the donor site as an infinitely long strip. We first simplify the $A$ gate geometry to a rectangular shape with a same width as the strip and hence merged with the strip. This is the most common assumption in the previous studies and we shall only consider this gate structure in all the following studies, although other gate structures can also be easily modeled by our method. Figure 3 shows the calculated potential profiles in the silicon and silicon dioxide layers along the $z$ direction with different strip lengths. The dimensions and parameters (see Fig. 1) are $s=5 \text{ nm}$, $b=60 \text{ nm}$, $W=7 \text{ nm}$, $\varepsilon_r$ of silicon =11.46, and $\varepsilon_r$ of silicon dioxide=3.9. The potentials are obtained along a line in the $z$ direction at $x=20 \text{ nm}$ and $y=0$. Three cases of strip lengths are shown: $L=35 \text{ nm}$, $L=70 \text{ nm}$, and $L=140 \text{ nm}$. It can be seen that the potential profiles for the cases of $L=70 \text{ nm}$ and $L=140 \text{ nm}$ have little difference. Hence in the following studies, we will assume a strip length of $L=70 \text{ nm}$.

The choice of the silicon layer thickness of $60 \text{ nm}$ and silicon dioxide layer thickness of $5 \text{ nm}$ was typically reported in previous studies. It was also reported that both the silicon and the silicon dioxide layer thicknesses have a significant effect on the potential profiles in these two layers. Figures 4 and 5 show the differences in potential profiles for different silicon dioxide and silicon layer thicknesses. The potential profiles are obtained along the $z$ direction at $x=20 \text{ nm}$ and $y=0$. From Fig. 4, it can be seen that with a silicon layer thickness of $60 \text{ nm}$, the potential profiles for different silicon dioxide layer thicknesses are very different. Assuming the donor site is at $x=20 \text{ nm}$, $y=0$, and $z=40 \text{ nm}$ in the silicon layer, the difference of potential at the donor site for silicon dioxide layer thickness of 5 nm and 1 nm is about 0.08 V. This is quite significant as the potential for the 5 nm case is only about 0.13 V while the potential for the 1 nm case is about 0.21 V. Furthermore, with a silicon dioxide layer thickness of 1 nm, the potential dropped across the silicon layer is about 80% of the gate voltage. However, when the silicon dioxide layer is 5 nm, the potential dropped across the silicon layer is only about 40% of the

![Fig. 2](image2.png)

**Fig. 2.** Comparison of the calculated normalized capacitance of two square parallel plates by using the multilayered Green’s functions and that obtained by Itoh et al. (Ref. 25). The square plates are with a side length of $W$ and separation of $b$ and separated by a dielectric medium with a dielectric constant $\varepsilon_r$.

![Fig. 3](image3.png)

**Fig. 3.** Variation of the potential profile along the $z$ direction at $x=20 \text{ nm}$ and $y=0$ in the silicon and silicon dioxide layers with different strip lengths. $s=5 \text{ nm}$, $b=60 \text{ nm}$, $W=7 \text{ nm}$, $\varepsilon_r$ of silicon =11.46, and $\varepsilon_r$ of silicon dioxide=3.9.
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**Fig. 4.** Variation of the potential profile along the $z$ direction at $x=20 \text{ nm}$ and $y=0$ in the silicon and silicon dioxide layers with different silicon dioxide layer thicknesses. $b=60 \text{ nm}$, $L=70 \text{ nm}$, $W=7 \text{ nm}$, $\varepsilon_r$ of silicon=11.46, and $\varepsilon_r$ of silicon dioxide=3.9.
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**Fig. 5.** Variation of the potential profile along the $z$ direction at $x=20 \text{ nm}$ and $y=0$ in the silicon and silicon dioxide layers with different silicon layer thicknesses. $s=5 \text{ nm}$, $L=70 \text{ nm}$, $W=7 \text{ nm}$, $\varepsilon_r$ of silicon=11.46, and $\varepsilon_r$ of silicon dioxide=3.9.
gate voltage. However, fabrication of a 1 nm silicon dioxide layer on top of a silicon substrate is more challenging than a 5 nm one. On the other hand, when changing the silicon layer thickness, the difference of the potential in the donor site is not as significant as changing the silicon dioxide layer thickness. Assuming the donor site is at \( x=20 \) nm, \( y=0 \), and \( z=40 \) nm, \( s=5 \) nm, \( b=60 \) nm, \( L=70 \) nm, \( W=7 \) nm, \( e_r \) of silicon=11.46, \( e_r \) of silicon dioxide=3.9, and the applied static magnetic field \( B=2 \) T.

**B. The NMR frequency**

Now we use Eqs. (15)–(17) to determine the NMR frequency \( f \) of the donor under the influence of the gate voltage. We first evaluate the various perturbation terms in Eq. (15), i.e., \( H_{VA} A_1, H_{Y2A_1} \) and \( H_{V3A_1} \). As shown in Appendix A, these three terms can be calculated numerically. In the numerical calculation of these terms [see Eqs. (A1)–(A3) in Appendix A], we assume the integration volume \( V_0 \) to be a finite cube centered on the donor nucleus. We find that the volume of this cube can be much smaller than the silicon substrate. Figure 6 shows the convergence of the nuclear magnetic resonance frequency \( f \) with respect to the cube size. The donor site is at \( x=20 \) nm, \( y=0 \), and \( z=40 \) nm. The other dimensions and parameters are \( s=5 \) nm, \( b=60 \) nm, \( L=70 \) nm, \( W=7 \) nm, \( e_r \) of silicon=11.46, \( e_r \) of silicon dioxide=3.9, and the applied static magnetic field \( B=2 \) T. As seen from Fig. 6, convergence is achieved at about \( a=11 \) nm, where \( a \) is the half-side length of the cube. Hence, we will use a cube size with a half-side length of 13.85 nm in the subsequent studies (compared with the length of a unit cell of silicon of 0.543 nm). With this cube size, the NMR frequency is found to be \( f=44.4 \) MHz.

Figure 7 shows the change of the NMR frequency \( f \) with the gate voltage. The donor site is at the same position as in Fig. 6 and all other dimensions and parameters are also the same. The results obtained by Kane\(^4\) and Kettle et al.\(^19\) have also been shown in Fig. 7 for comparison. Kane’s result was obtained by following estimates of Kohn of shallow donor Stark shifts in silicon\(^13\) while the result of Kettle et al. was obtained based on computer simulation of a 2D structure. It can be seen that our result shows a much greater hyperfine interaction than that of Kettle et al. but a slightly smaller hyperfine interaction than Kane’s result. Note that our result is very close to Kane’s result near 0 V and 1 V.

As shown earlier, the thicknesses of the silicon and silicon dioxide layers have a quite significant effect on the potential at the donor site. Here we further investigate the effect on the NMR frequency. As shown in Fig. 8, we see that the effect on the NMR frequency is indeed quite significant. The resonance frequency (the curve referring to the left vertical axis) changes from 36.6 MHz when thickness of the silicon dioxide layer is 1 nm to 44.4 MHz when the thickness is 5 nm. On the other hand, when the thickness of the silicon layer is 40 nm, the resonance frequency is 51.5 MHz (the curve re-
ferring to the right vertical axis). But when the thickness of the silicon layer is increased to 120 nm, the resonance frequency is reduced to 39.6 MHz. Hence a thinner silicon dioxide layer and a thicker silicon layer will tend to increase the hyperfine interaction and result in a greater control on the NMR frequency.

Finally, we study the effect of misplacing the donor at a slightly different position from its default position at \(x = 20\) nm, \(y = 0\), and \(z = 40\) nm (see Fig. 1 for the position of the coordinate system). The dimensions and parameters of the qubit structure are \(s = 5\) nm, \(b = 60\) nm, \(L = 70\) nm, \(W = 7\) nm, \(e_v\) of silicon=11.46, \(e_s\) of silicon dioxide=3.9, and the applied static magnetic field \(B = 2\) T. The results are shown in Fig. 9. When varying the donor site along the \(x\) axis, we fix the \(y\) and \(z\) coordinates of the donor at 0 and 40 nm, respectively. It can be seen (the curve referring to the left vertical axis) that the change in resonance frequency is quite significant when the donor moves closer to the open end (\(x = 0\)). The change in resonance frequency with the donor at \(x = 20\) nm and \(x = 0\) is about 19%. Next we vary the donor site along the \(y\) axis the \(x\) and \(z\) coordinates of the donor site fixed at 20 and 40 nm, respectively. The result (the curve referring to the right vertical axis) demonstrates a limitation to the placement of adjacent single qubits. We see that the difference in resonance frequency with the donor site at \(y = 0\) (immediately under the \(A\) gate) and \(y = 20\) nm is only about 19%. This may suggest that a separation of 20 nm between adjacent qubit is not enough and an even wider separation is required.

IV. CONCLUSIONS

In this paper, we introduced a numerical method to determine the NMR frequency of a donor \(^{31}\)P doped inside a silicon substrate under the influence of an applied electric field. This phosphorus donor has been suggested for operating as a qubit for the realization of a solid-state scalable quantum computer. Based on the effective-mass theory and the variational method proposed by Ning and Sah,\(^{16}\) we obtained a set of corrected wave functions for donor. Using the corrected wave functions at the donor site, we formulated a first-order perturbation theory for the perturbed system under the influence of an electric field. In order to calculate the potential distributions inside the silicon and the insulating silicon dioxide layers due to the voltage on the \(A\) gate, we used a numerical method to solve an integral equation formulated using the multilayered Green’s functions. This enables us to consider arbitrary shape and 3D-structured \(A\) gates and the potential distributions can be obtained in an accurate manner. Using this method, we have investigated the potential distributions inside the silicon and silicon dioxide layers. We have also investigated the effects of the thicknesses of silicon and silicon dioxide layers, the relative position of the donor, and the applied gate voltage on the NMR frequency of the donor. Our method provides a potential analysis and design tool for Kane’s quantum computer.

APPENDIX A: THE VARIOUS TERMS AND SYMBOLS IN EQ. (14)

The various terms and symbols in Eq. (14) are given as follows:

\[
H_{VA,A_1} = \langle \Psi_{A_1}(r) | H_V | \Psi_{A_1}(r) \rangle = \int \int \int \frac{1}{\sqrt{6}} F^{1s}_{A_1}(r) \frac{1}{\sqrt{6}} F^{1s}_{A_1}(r) e^V(r) \left[ \varphi^*(k_x, r) + \varphi^*(-k_x, r) + \varphi^*(k_y, r) + \varphi^*(-k_y, r) + \varphi^*(k_z, r) + \varphi^*(-k_z, r) \right] \text{d}r \\
+ \varphi^*(-k_x, r) [ \varphi(k_x, r) + \varphi(-k_x, r) ] + \varphi^*(-k_y, r) [ \varphi(k_y, r) + \varphi(-k_y, r) ] + \varphi^*(-k_z, r) [ \varphi(k_z, r) + \varphi(-k_z, r) ] \text{d}r \\
= \sum_{m=1}^N \frac{1}{\sqrt{6}} F^{1s}_{A_1}(r_m) \frac{1}{\sqrt{6}} F^{1s}_{A_1}(r_m) e^V(r_m) \int \int [ \varphi^*(k_x, r) + \varphi^*(-k_x, r) + \varphi^*(k_y, r) + \varphi^*(-k_y, r) + \varphi^*(k_z, r) + \varphi^*(-k_z, r) ] \text{d}r \\
\cdot \Omega \cdot \frac{6}{\Omega} = \sum_{m=1}^N F^{1s}_{A_1}(r_m) F^{1s}_{A_1}(r_m) \frac{e^V(r_m)}{6},
\]
where \( \Omega \) is the volume of the unit cell of silicon, \( N \) is the number of unit cells in the silicon layer (volume = \( V_0 \)), and \( r_m \) is the coordinate of the center of the \( m \)th unit cell. In simplifying the result in Eq. (A1), we have assumed that the hydrogenic wave function \( F_{A_1}^{s_{13}}(r_m) \) and the potential function \( V(r_0) \) due to the gate voltage are slow-varying functions and almost constant within a unit cell. The Bloch wave functions are orthonormalized as indicated by Kohn.\(^{13} \) Once the potential \( V(r_m) \) due to the gate voltage is known, Eq. (A1) can be evaluated by numerical summation.

In a similarly way, we have
\[
H_{V2A_1} = \langle \Psi_{2i}(r)|H_0|\Psi_{A_1}(r) \rangle = \Omega \sum_{m=1}^{N} F_{2i}^{s_{13}}(r_m)F_{A_1}^{s_{13}}(r_m)eV(r_m),
\]

and
\[
H_{V3A_1} = \langle \Psi_{3i}(r)|H_0|\Psi_{A_1}(r) \rangle = \Omega \sum_{m=1}^{N} F_{3i}^{s_{13}}(r_m)F_{A_1}^{s_{13}}(r_m)eV(r_m),
\]

The terms \( \langle \Psi_{2i}(r)|\Psi_{A_1}(r) \rangle \) and \( \langle \Psi_{3i}(r)|\Psi_{A_1}(r) \rangle \) in Eq. (14) are independent of the gate voltage and can be evaluated numerically. That is,
\[
\langle \Psi_{2i}(r)|\Psi_{A_1}(r) \rangle = \langle \Psi_{A_1}(r)|\Psi_{2i}(r) \rangle = \int \int \int \int F_{2i}^{s_{13}}(r)F_{A_1}^{s_{13}}(r)dr = 0.71 \quad (A4)
\]

and
\[
\langle \Psi_{3i}(r)|\Psi_{A_1}(r) \rangle = \langle \Psi_{A_1}(r)|\Psi_{3i}(r) \rangle = 0.27. \quad (A5)
\]

The ground-state energy \( E_{A_1} \) in Eq. (14) is obtained by the variation method (Ning and Sah\(^{16} \)) and is equal to 45.47 meV with respect to the conduction band minimum. The excited energies \( E_2 \) and \( E_1 \) are calculated as hydrogenic energy levels with a Bohr radius given by Eq. (10). Their values are 7.5 meV and 3.3 meV, respectively, with respect to the conduction band minimum.

**APPENDIX B: THE GREEN’S FUNCTIONS FOR THE SILICON AND SILICON-DIOXIDE QUBIT STRUCTURE**

The Green’s functions listed here are for a three-layered structure with the source placed in the interface between the second and third layers. Layer 1 is the silicon substrate, layer 2 is the insulating layer of silicon dioxide, and layer 3 is the space above the silicon dioxide layer. The field coordinates \((x, y, z)\) and the source coordinates \((x', y', z')\) are referring to local coordinate systems within each layer.\(^{24} \) The various Green’s functions are expressed in terms of a spectral domain kernel, which can be numerically approximated by using Prony’s method, and the spatial Green’s function are obtained by using the complex image method.\(^{22} \) The three-layered Green’s functions are listed below.

\[
G_{13}(x, y, z|x', y', z') = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{G}_{13}(k_x, k_y, z, z') \exp[-jk_x(x-x')] \times \exp[-jk_y(y-y')] dk_x dk_y,
\]

where the spectral domain kernel is
\[
\gamma = \sqrt{k_x^2 + k_y^2}, \quad \tilde{G}_{13}(k_x, k_y, z, z') = \frac{1}{e_{0}\gamma} \left( e_{r_2} \sinh(\gamma\zeta) + e_{r_3} \coth(\gamma\zeta) \right) \frac{e_{r_1} \coth(\gamma\zeta) \sinh(\gamma\zeta) + e_{r_3} \cosh(\gamma\zeta)}{\sinh(\gamma\zeta) \cosh(\gamma\zeta)}.
\]

where \( G_{13}(x, y, z|x', y', z') \) is the Green’s function representing the potential inside layer 1 due to a unit charge in layer 3. The other two Green’s functions are

\[
G_{23}(x, y, z|x', y', z') = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{G}_{23}(k_x, k_y, z, z') \exp[-jk_x(x-x')] \exp[-jk_y(y-y')] dk_x dk_y,
\]

where
\[
\tilde{G}_{23}(k_x, k_y, z, z') = \frac{1}{e_{0}\gamma} \left( e_{r_2} \coth(\gamma\zeta) \sinh(\gamma\zeta) + e_{r_1} \cosh(\gamma\zeta) \right) \frac{e_{r_1} \coth(\gamma\zeta) \sinh(\gamma\zeta) + e_{r_3} \cosh(\gamma\zeta)}{\sinh(\gamma\zeta) \cosh(\gamma\zeta)}.
\]

Finally, the Green’s function representing the potential inside layer 3 due to a unit charge in layer 3 is given by,
$$G_{33}(x,y,z|x',y',z') = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \widetilde{G}_{33}(k_x,k_y,k_z) \exp[-jk_x(x-x')] \exp[-jk_y(y-y')] dk_x dk_y,$$

where

$$\widetilde{G}_{33}(k_x,k_y,k_z) = \left( \frac{1}{e_0} \right) \frac{e_{r1} \coth(y \lambda_1) + e_{r2} \coth(y \lambda_2) + e_{r1} e_{r2} \coth(y \lambda_1) \coth(y \lambda_2)}{e_{r1} e_{r2} \lambda_1 \lambda_2 \coth(y \lambda_1) \coth(y \lambda_2) - 1}.$$  

With these Green’s functions, the charge distribution $Q(x', y')$ on the strip and the $A$ gate due to a unit voltage on strip and the $A$ gate can be obtained by solving the following integral equation using the moment method:

$$1 = \int \int S G_{33}(x,y,0|x',y',0) Q(x',y',z') dx' dy',$$

where $S$ is the area of the strip and the $A$ gate. Once $Q(x', y')$ is known, the potentials due to a 1 V voltage on the strip and the $A$ gate can be evaluated as

$$V_{13}(x,y,z) = \int \int S G_{13}(x,y,z|x',y',0) Q(x',y') dx' dy', \quad \text{in layer 1}$$

$$V_{23}(x,y,z) = \int \int S G_{23}(x,y,z|x',y',0) Q(x',y') dx' dy', \quad \text{in layer 2}$$

$$V_{33}(x,y,z) = \int \int S G_{33}(x,y,z|x',y',0) Q(x',y') dx' dy', \quad \text{in layer 3}.$$