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Abstract

Precision magnetometers are widely used in our daily life such as in aircraft navigation, space applications, magnetoencephalography, studies of topological spin configurations, and nuclear magnetic resonance spectroscopy. Magnetometers with optical readout have the advantage of inducing minimal electromagnetic interference in the specimen to be measured. Micro cavity optomechanical magnetic field magnetometers, as a type of miniaturized optical magnetometer developed in our group, is made from the magnetostrictive material Terfenol-D surrounded by a micro toroidal optical cavity operated at room temperature. It converts the magnetic field into stress, thus deforming the magnetostrictive material. The minuscule mechanical deformation can be precisely read out by using an optical cavity attached to it and monitoring the shift of the optical resonance frequency. Such magnetometers have tens of micro-metre lateral and longitudinal sizes, outstanding sensitivity performances, broad bandwidths, large dynamic ranges and a simple operating scheme. The latest experimental result shows that the sensitivity is even competitive to superconducting quantum interference devices of similar sizes which are operated in cryogenic temperature.

In this thesis, I develop a general recipe for predicting the magnetic field sensitivity and bandwidth of magnetostrictive material based cavity optomechanical magnetometry, thus building a bridge connecting to previous experimental results and allowing prediction for future designs of sensors with improved performance. Magnetostrictive nature of the material, displaying a relation between stress and external magnetic field, is added as an external stress tensor term in the elastic wave equation to the intrinsic elasticity term which describes the stress-strain relation without external driving. Finite element analysis is used to solve the modified elastic wave equation numerically, the results of which are then combined with optomechanical analysis to obtain predictions of the sensitivity and bandwidth, limited by the combination of thermal Brownian noise excited at room temperature and laser shot noise. The calculations are performed with several structures with a highest predicted sensitivity of 5 pT/√Hz limited by thermal Brownian noise, and a 3 dB bandwidth of a few MHz, which is in good agreement with previous experimental observations, yet demonstrating the potential for improvement. By adjusting Terfenol-Ds’ composition and its annealing process, sensitivity as good as 500 fT/√Hz maybe possible. The method paves a way for future design of magnetostrictive material based magnetometers, possibly allowing both scalar and vectorial magnetometry.
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Chapter 1

Introduction

Precision magnetometers are widely used for aircraft navigation [1], mapping earth’s magnetic field and magnetic-based attitude control system in space [2], magnetoencephalography [3], studies of topological spin configurations [4], nuclear magnetic resonance (NMR) spectroscopy etc. NMR techniques can further find applications including identifying chemical composition, molecular structure and dynamics [5], quantum control and computations [6].

1.1 State of the art of miniaturized magnetometry

The sensitivity of the magnetometers scales with size. For instance, the magnetic field noise of superconducting quantum interference devices (SQUIDs) is inversely proportional to the effective flux capture area [7]. Though SQUIDs have the best magnetic flux sensitivity to date, developed in the 1970s the SQUID with 20 aT/√Hz sensitivity is in a 70 cm long configuration for pick-up loop [8], which is quite bulky and massive.

Miniaturization and low power consumption requirement for magnetometers allows a range of applications such as space applications [2] for lighter loads and high spatial resolution characterization of magnetic materials. Much effort has been put into the miniaturizations in the magnetometers community while reaching good sensitivity.

Magnetometers with electronic readout enjoy a long history. Thin film Hall sensors with lateral size of 800 µm and magnetoresistive magnetometers with flux concentrator of lateral size 500 µm reach ~100 pT/√Hz sensitivity limited by thermal (or Johnson-Nyquist) noise (>1000 Hz) and empirical 1/f noise (<1000 Hz) [9, 10]. Miniaturized fluxgates have the sensitivity of sub-hundred pT/√Hz for a cm array [11]. The sensitivity of an induction coil based magnetometer, boosted by a long ferromagnetic core, scales cubically with the sensors’ longitudinal size [12]. Even disregarding the length and scaling a 5×5×150 mm³ coil sensor with a noise level 50 fT/√Hz at frequencies larger than 1000 Hz [13] down to 100 µm lateral size gives a sensitivity of 10 nT/√Hz. SQUIDs consisting of two Josephson tunnel junctions and superconducting loops operate in cryogenic temperature. Miniaturization of SQUIDs into sub-micro size brings their application in thermal imaging of quantum system and detection of the momentum of a single electron spin [14]. Note that magnetic momentum sensors, measuring magnetization are a complementary counterpart of magnetic field magnetometer, have very good spatial resolution down to a few spins but are poor at field sensing. A SQUID whose pick-up loop
has a size of 40 µm without counting the millimetre long stripline connecting Josephson junctions and
pick-up loop demonstrates a sensitivity of 40 pT/√Hz [15]. Another three times larger SQUID with
120 µm size exhibits 1.4 pT/√Hz sensitivity at 1000 Hz [16].

While electronic readout may interfere with the specimen through, for instance, undesired parasitic
inductance and capacitance, optical readout is well decoupled from magnetic signal. Atomic vapours,
ultracold Bose-Einstein condensates (BEC) magnetometry, nitrogen-vacancy (NV) defect center(s),
magnetic resonance force microscope (MRFM) and optomechanical magnetometers use optical readout.
Miniaturisation has brought the atomic vapour cell down to 1 mm with 5 fT/√Hz sensitivity [17].
However, 200°C of heating needs to be applied for an optimised atomic density. A single NV centres’
exceptional nm spatial resolution enables it to be placed extremely close (nm scale) to the sample
having detected NMR signals from a single electron spin [18], a single protein spin [19, 20] and
individual proton spins [21]. However, the sensitivity of a single NV is limited, using an ensemble of
NV centres sacrificing some spatial resolution to a volume size of ~ 100³ m³ pushes the sensitivity
down to 1 pT/√Hz [22]. In this way applications of NV centres are extended to the detection of the
magnetic field from the electrical impulse conveying between neurons [23] and NMR spectroscopy
of weak signals from small sample solutions of picoliter-volume [24]. However, the remarkable
sensitivity of AC NV centres magnetometry is compensated by its narrow bandwidth, typically ~ a few
kHz. Small bandwidth limits the detection speed of the NMR spectroscopy. It is likely that multiple
frequency spectra are needed to be examined before the fingerprint frequency region of the specimen
is found. Furthermore, NV magnetometers need high optical power for excitation (e.g. 400 mW
in ref. [22]) and complicated microwave decoupling sequences in NMR spectroscopy, and they are
limited by the fabrication reproducibility [7]. DC NV magnetometers have a record bandwidth among
NV magnetometers of 1.6 MHz with ~ 5nT/√Hz sensitivity limited by the available excitation laser
power. The input laser power of 2.3 MW/cm² [25, 7] used in NV magnetometer is around 3 orders
of magnitude larger than the detection laser power of standard optomechanical experiments [26–28].
MRFM [29] and optomechanical magnetization magnetometers [30] are sensitive to magnetization in
nano and micro scale respectively, but not to magnetic field. Micro-sized BEC magnetometry has a
quantum-enhanced sensitivity of 2 nT/√Hz [31].

As an alternative, optomechanical field sensors developed in our group [32, 27, 26] are of µm size
operated at room temperature. It has pT/√Hz thermal noise limited sensitivity and is detected by a
coherent laser with a few µW input power. This platform offers a simple operational scheme, low
energy consumption, large bandwidth and extraordinary field sensitivity among micro-magnetometers.
A sensitivity of 30 pT/√Hz is achieved in the latest experiments [32] comparable to the best SQUIDs
of the same orders of size.

1.2 Basics of cavity optomechanical magnetometry

Our optomechanical system consists of an optical cavity attached to a magnetostrictive material, whose
shape deforms in response to the external magnetic field. If the frequency of the external magnetic
field coincides with the mechanical resonances, the deformation would dramatically enhance. Thus,
this type of magnetometer is very sensitive to AC magnetic field signal at mechanical resonance
frequencies.
Explained via an example of Fabry-Pérot type optical resonator in Fig. 1.1, the optical cavity couples to the magnetostrictive material through one-end-movable mirror. The magnetostrictive material exerts force $F_{\text{field}} = c_{\text{act}} B$ ($c_{\text{act}}$ being the actuation constant) when immersed in a magnetic field environment to the end-movable mirror. How large $c_{\text{act}}$ is depends on how good the magnetomechanical coupling mode describing the mode overlap between the spatial profile created by the $F_{\text{field}}$ and the shape of mechanical eigenmodes is. At the same time, there exist noise sources that blur the motion driven by the magnetic field, the dominant noise for this room temperature system comes from thermal excitations. It is described by the equipartition theorem that each degree of freedom of an object has a mean energy of $k_b T / 2$ ($k_b$ is the Boltzmann constant and $T$ is the temperature) in a finite temperature environment.

The modulation of the optical resonance frequency due to the change of the cavity length by the end mirror is read out at the front mirror where the input light launches.

Meanwhile, there is another optomechanical system using magnetostrictive material [33]. In their scheme, the magnetostrictive YIG sphere is put inside a cavity. When driving with magnet field, the YIG sphere deforms thus disturbing the electromagnetic wave confined in the cavity. The readout is measured from the transmission and reflection of a microwave cavity. Their magnetomechanical coupling depends on how good the mode overlap of the spatial profile of the magnon oscillation excited by external magnetic field and the mechanical eigenmode of the YIG sphere is. As the magnetic field influences greatly on shifting the magnon oscillation frequency, the magnetomechanical coupling is magnetic field dependent. Compared with our system, the magnetomechanical coupling is constant within one mechanical eigenmode independent with magnetic field. Thus their system is good for hybridization of magnon and phonon as what has been demonstrated, but is not suitable for magnetometry.

1.3 Previous numerical modelling

Numerical modelling of optomechanical field magnetometry builds the bridge between past experimental results and future designs. Previous numerical modelling [34, 35] predicted the actuation constant $c_{\text{act}}$ only at radial-breathing mode (RBM) of a piece of magnetostrictive material, which expands and
contracts ideally only in radial direction due to radial symmetry. It calculates the magnetomechanical coupling in multiple procedures: extracting the mechanical eigenmode profile along one direction (could be extended to a few directions) and then integrating it with a force vector derived from the magnetic field-induced longitudinal stress. This analytical mode-overlap calculation limits the mechanical eigenmode profile to radial symmetrical cases and stress induced spatial profile to only one dimension. Though it is sufficient to estimate the performance of radial-breathing mode, this half numerical and half analytic method is hard to extend to other mechanical eigenmodes. Furthermore, it consists of the piece of magnetostrictive material only, neglecting the optical cavity. Consequently, it overlooks the bending effect due to a bimetallic-strip like mechanism that makes the dominant contribution to the performance of the magnetometers in many configurations.

1.4 Introduction of this thesis

In the model developed here, we modify the elastic wave equation which governs the linear oscillations of elastic media. The spatial mode overlap is intrinsically included in the elastic wave equation. A magnetostrictive term displaying the relation between stress and external magnetic field, is added as an external stress $\sigma_{\text{ext}}$ in the elastic wave equation together with the elasticity stress without driving [36].

The elastic wave equation is solved in 3D numerically by Finite Element Analysis (FEA), using a commercial software package (COMSOL Multiphysics 5.2 Solid Mechanics module) with the input of a vectorial reference magnetic field producing the external stress $\sigma_{\text{ext}}$. This model intrinsically includes the anisotropic nature of magnetostrictive materials. Originally coming from the magnetostrictive materials (Terfenol-D [37–43] and Galfenol [44–48]) based actuators and transducers community, this model is exploited by us by combining optomechanical analysis (see Chapter 2) with the study of the mechanical properties under the consideration of magnetomechanical coupling (see Chapter 3) to derive the sensitivity and bandwidth (see Chapter 4). The input parameters to the model are input laser power and empirical optical mechanical quality factors depending on the fabrication. Key mechanical properties include the magnetic actuation constant $c_{\text{act}}(\Omega_M)$ and geometrical-dependent $\xi(\Omega_M)$ parameter. In toroidal geometry as shown in Fig. 1.1c), $\xi(\Omega_M)$ is the ratio between the change of the outermost circumference equivalent to the optical path and the maximum displacement, and it quantifies the strength of the coupling of the motion of a given mechanical eigenmode to the optical field in the cavity. Theoretical analysis from the optomechanics community considers the presence of a thermal Langevin force and coherent laser noise under a homodyne detection scheme.

We apply this analysis to the previous experiment [32] predicting an optimal sensitivity of 5 pT/$\sqrt{\text{Hz}}$ around an order of magnitude better than the experiment results, showing a potential for improvement. We further study the effect of bending and the size of the magnetostrictive material on sensitivity, as well as the improvement of bandwidth as a result of laser detuning and increasing the power for different geometries. Numerical predictions are compared with miniaturized high-performance magnetometers demonstrated experimentally in Fig. 1.2. This numerical model would help to specify the orientation of a sample to best boost the magnetomechanical coupling, thus amplifying the detected magnetic field signal for a scalar magnetometer; as well as characterizing the mechanical response with the variation of magnetic field direction allowing a vectorial magnetometer. More conclusions and outlook can be found in Chapter 5.
Fig. 1.2 **State-of-the-art miniaturized magnetometers** mentioned in the text is presented as sensitivity vs. lateral size. This numerical work of cavity optomechanical magnetometry is highlighted with red hollow square compared with all other experimental works listed in the text [32, 9–11, 13, 16, 15, 22, 17].
Chapter 2

Optomechanical Analysis for Magnetometry

The magnetometers are built on an optomechanical platform, where AC magnetic field is converted to mechanical motions imprinting on optical field. The amplitude and phase information from optical field can be read out via optical detection scheme. In this thesis, homodyne detection is used. The signal and noise detection from an optomechanical system is based on the derivation of the book by Bowen and Milburn [49] from Chapter 1 to Chapter 3 with an extension to the case where the laser is detuned from the cavity resonance by the factor \( \Delta = \omega_0 - \omega_L \) (where \( \omega_0 \) is the optical resonance frequency and \( \omega_L \) is the laser frequency).

2.1 System of the optomechanical field magnetometry

The optomechanical system shown in Fig.2.1 consists of a Fabry-Pérot resonator confining the optical field and a bulk elastic material serving as a mechanical oscillator. The bulk material is magnetostrictive whose shape deforms in response to the external magnetic field, therefore, it converts magnetic field signal \( B_{\text{ref}} \) to a force \( F_{\text{field}} = c_{\text{act}}(\Omega_M)B_{\text{ref}} \), where the actuation constant is mechanical mode dependent. A priorly known reference magnetic field \( B_{\text{ref}} \) is used as signal here for characterization of the sensitivity spectrum. The motion of the magnetostrictive material couples to the optical cavity through dragging one end moveable mirror with vacuum optomechanical coupling rate \( g_0 \) (rad·s\(^{-1}\)), quantifying the linear dispersive shift of the optical resonance frequency \( \omega_0 \) at the level of zero-point motion. At finite temperature, an incoherent motion of a mechanical oscillator is excited under finite temperature. The so-called thermal Brownian noise \( f_{\text{th}} \) will blur the magnetic field driven...
motion limiting the sensitivity of the magnetometer. Measurement noise from the light perturbs the end mirror through back-action force $F_{ba}$, which is rooted from the random kick from the intra-cavity photons due to the optical shot noise. The effect of optical shot noise in the phase quadrature on the readout attributes to measurement imprecision.

The optical cavity is lossy with $\kappa = \kappa_{in} + \kappa_{l} + \kappa_{\text{loss}}'$ (rad·s$^{-1}$) being the total optical decay rate, counting the decay happened at the front mirror, inside optical cavity and at the end mirror. $\kappa_{in}$ and $\kappa_{\text{loss}} = \kappa_{l} + \kappa_{\text{in}}'$ are the input and loss port decay rate. Optical escape efficiency is defined by

$$\eta_0 = \frac{\kappa_{in}}{\kappa_{in} + \kappa_{\text{loss}}}$$

(2.1)
due to the presence of light absorption in the cavity and scattered by defects etc. $\eta_0$ is an important parameter in the detection process quantifying how much of the output field stands out from noise. The mechanical decay is labelled as $\Gamma$ (rad·s$^{-1}$) in Fig. 2.1.

### 2.2 Interplay between mechanical motion and optical field

Mechanics imprints its information onto optics, and optical measurement influences mechanics. The understanding of the interplay between mechanical motion and optical field is important in knowing the noise source that limits the sensitivity of the magnetometer.

The equation of motion of optical field can be obtained by using quantum Langevin equation under rotation wave approximation for optics with the assumption that $\eta_0 = 1$ [49] and considering the general situation where the detuning from the laser and cavity exists, as

$$\dot{\hat{a}} = -i\Delta \hat{a} - iGNx - \frac{\kappa}{2} \hat{a} + \sqrt{\kappa_{in}} \hat{a}_{in}(t)$$

(2.2)

$$\dot{\hat{X}} = -\frac{\kappa}{2} \hat{X} + \Delta \hat{Y} + \sqrt{\kappa} \hat{X}_{in}$$

(2.3)

$$\dot{\hat{Y}} = -\frac{\kappa}{2} \hat{Y} - \Delta \hat{X} - \sqrt{2} GNx + \sqrt{\kappa} \hat{Y}_{in}$$

(2.4)

where $\hat{X}$ (\hat{Y}) refers to the optical amplitude (phase) quadrature, $\hat{a}$ ($\hat{a}_{in}$) describes the loss of the photon number inside (input to) the cavity, $N$ is the time averaged intra-cavity photon number in steady-state, and $x$ is the mechanical position. The mechanical position information is encoded onto optical field via Eq. (2.2) and optical phase quadrature via Eq. (2.4). The optical phase quadrature is related to the optical amplitude quadrature through Eq. (2.3) when the non-zero laser detuning is present.

Using quantum Markovian Langevin equation for mechanics and considering thermal random force due to fluctuation dissipation theorem is the only driving force, resulting the mechanical equation of motion as

$$\dot{\hat{Q}} = \Omega_{M} \hat{P}$$

(2.5)

$$\dot{\hat{P}} = -\Omega_{M} \hat{Q} - \Gamma \hat{P} + \sqrt{2\Gamma} \hat{P}_{in} - 2g \hat{X}$$

(2.6)

where $\hat{P}$ ($\hat{Q}$) is the dimensionless mechanical momentum (position) normalized by zero-point motion $x_{zp} = \sqrt{\hbar/2m\Omega_{M}}$ (zero-point momentum $p_{zp} = \sqrt{\hbar m\Omega_{M}/2}$), the dimensionless input momentum has
the expression of

\[ \hat{P}_m(t) \equiv \frac{x_{zp} \hat{F}(t)}{\hbar \Gamma} \]  

(2.7)

with \( \hat{F}(t) \) being the thermal Brownian force. The optomechanical coupling rate \( g = g_0 N \) where the vacuum optomechanical coupling rate \( g_0 \) is defined to be linked with the optomechanical coupling strength \( G \) as

\[ g_0 \equiv G x_{zp}. \]  

(2.8)

The set of mechanical equations of motion in Eq.(2.5, 2.6) shows that there is no obvious dependence on the laser detuning. However, laser detuning is imprinted on laser amplitude quadrature \( \hat{X} \) and can be transferred to mechanical momentum quadrature via Eq. (2.6). With laser detuning, mechanical position imprinted on optical phase quadrature via Eq. (2.4) can be transferred to optical amplitude quadrature via Eq. (2.3) and further influences mechanical momentum via Eq. (2.6) and thus position quadrature via Eq. (2.5). Thus, optic field and mechanical motions are correlated.

Eq. (2.2) can be arranged for input and intra-cavity relation under the consideration of steady-state solution where \( \dot{a} = 0 \) and taking the semi-classical approximation that \( \alpha \equiv \langle \hat{a} \rangle \), as

\[ \alpha_{ss} = \frac{\sqrt{K_{in}} \alpha_{in}}{\frac{\kappa}{2} + i(\Delta + \sqrt{2g_0 \tilde{Q}})} \]  

(2.9)

where \( \tilde{Q} \) is the time-averaged position \( \langle \hat{Q} \rangle \) in steady-state. In practice, the imaginary part \( \Delta_{lock} = \Delta + \sqrt{2g_0 \tilde{Q}} \) can be stabilized to \( \Delta_{lock} = 0 \) on resonance or other stabilized point, making the detuning to be position dependent. The input-cavity photon number can be related by taking the modulus on both side of Eq. (2.9) as

\[ N \equiv |\alpha_{ss}|^2 = \frac{4\eta_0 N_{in}}{\kappa + 4\Delta_{lock}^2 / \kappa} \]  

(2.10)

where \( \Delta_{lock} \) is labelled as \( \Delta \) in the following and \( N_{in} \) is the input photon number. Eq. (2.10) is important in relating the input laser power to the intra-cavity photon number which interacts with the mechanics.

The interaction of photons and mechanics can be described by the optomechanical cooperativity \( |C^{\Delta}(\Omega)| \) and effective cooperativity \( |C^{\Delta}_{\text{eff}}(\Omega)| \). They can quantify the precision of the coherent light detection and have the physical meaning of equivalent phonon number created by back-action heating in this thesis, which are defined as

\[ C^{\Delta}_{\text{eff}}(\Omega) \equiv \frac{4g_0^2 |\alpha_{ss}|^2}{\kappa \Gamma (1 - 2i\Omega / \kappa)^2} = \frac{16\eta_0 g_0^2 N_{in}}{\kappa \Gamma (1 - 2i\Omega / \kappa)^2 (\kappa + 4\Delta^2 / \kappa)} \]  

(2.11)

\[ C^{\Delta}(\Omega) \equiv C^{\Delta}_{\text{eff}}(\Omega)(1 - 2i\Omega / \kappa)^2 \]  

(2.12)

The unique thing here is that \( |C^{\Delta}_{\text{eff}}(\Omega)| \) can be determined accurately for a given device with the mechanical property from Eq. (3.61) together with Eq. (2.8). As the numerical solution of Eq. (3.62) is constant across a mechanical resonance as shown in Fig. 3.7d)-e), the effective optomechanical
cooperativity across each mechanical resonance is assumed to be constant as

\[
|C_{\text{eff}}^\Delta(\Omega_M)| = \left( \frac{\delta L}{\max[u(r, \Omega_M)]} \right)^2 \left( \frac{\alpha_0}{L} \right)^2 \frac{8\eta_0 h N_{in}}{m \Omega_M \kappa \Gamma |1 - 2i \Omega_M / \kappa|^2 \left( \kappa + 4\Delta^2 / \kappa \right)} \tag{2.13}
\]

where \( \delta L, L, \max[u(r, \Omega_M)] \), \( \Omega_M \) and \( m \) is taken as the effective motional mass as \( m_{\text{eff}} \) can be extracted from COMSOL accurately, while \( \kappa \) and \( \Gamma \) can be taken empirically from experimental observations. \( \eta_0 \) and \( \alpha_0 \) are treated as constant. With the input of photon number \( N_{in} \) in the unit of laser power (W) and detuning \( \Delta \). The accuracy of the \( |C_{\text{eff}}^\Delta(\Omega_M)| \) is only limited by the empirical optical and mechanical damping, which depends on fabrication process and geometry.

Laser detuning would change the mechanical damping and the mechanical resonance frequencies due to a delay for the photon to meet the new boundary condition created by the mechanical oscillation, which is called dynamical back-action [49, 50]. It is interesting to know how the laser detuning affects the bandwidth and sensitivity of our optomechanical magnetometers.

From Eq. (2.3, 2.4) the steady-state solution can be reached after applying Fourier transformation

\[
\tilde{X}(\Omega) = \frac{-2g\Delta\tilde{Q} + \sqrt{\kappa}\tilde{X}_{in}(\xi - i\Omega) + \Delta'\sqrt{\kappa}\tilde{Y}_{in}}{(\xi - i\Omega)^2 + \Delta^2}
\]

\[
\tilde{Y}(\Omega) = \frac{-2g(\kappa/2 - i\Omega)\tilde{Q} - \Delta'\sqrt{\kappa}\tilde{X}_{in} + (\kappa/2 - i\Omega)\sqrt{\kappa}\tilde{Y}_{in}}{(\kappa/2 - i\Omega)^2 + \Delta^2}
\tag{2.14}
\]

From the input-output relation [49] and Eq. (2.14) followed by a Fourier transform to the frequency domain leads to

\[
\tilde{X}_{out}(\Omega) = \tilde{X}_{in}(\Omega) - \sqrt{\kappa}\tilde{X}(\Omega)
\]

\[
= \frac{(\kappa/2 - i\Omega)^2 + \Delta^2 - \kappa(\kappa/2 - i\Omega)}{(\kappa/2 - i\Omega)^2 + \Delta^2}\tilde{X}_{in}(\Omega) - \frac{\Delta\kappa}{(\kappa/2 - i\Omega)^2 + \Delta^2}\tilde{Y}_{in}(\Omega)
\]

\[
+ \frac{2\sqrt{\kappa}\Delta g}{(\kappa/2 - i\Omega)^2 + \Delta^2}\tilde{Q}(\Omega).
\tag{2.16}
\]

The equation of motion of the mechanical oscillator from Eq.(2.5, 2.6) is

\[
\ddot{Q} + \Gamma \dot{Q} + \left[ \Omega^2_M - \frac{4g^2\Omega_M\Delta}{(\kappa/2 - i\Omega)^2 + \Delta^2} \right] \dot{Q} = \sqrt{2\Gamma}\Omega_M\tilde{P}_{in} - 2g\Omega\sqrt{\kappa}\tilde{X}_{in}(\kappa/2 - i\Omega) + \Delta'\sqrt{\kappa}\tilde{Y}_{in}
\]

\[
(\kappa/2 - i\Omega)^2 + \Delta^2)
\tag{2.17}
\]

From the mechanical position equation of motion, the modified mechanical susceptibility with \( \chi(\Omega) \) and without \( \chi(\Omega) \) laser detuning can be obtained as:

\[
\chi(\Omega) = \frac{\Omega_M}{-\Omega^2 - i\Omega\Gamma + \Omega^2_M}
\tag{2.18}
\]

\[
\chi^\Delta(\Omega) = \frac{\Omega_M}{-\Omega^2 - i\Omega\Gamma + \Omega^2_M - \frac{4g^2\Omega_M\Delta}{(\kappa/2 - i\Omega)^2 + \Delta^2}} = \frac{\Omega_M}{-\Omega^2 - i\Omega(\Gamma + \Gamma_{opt}) + (\Omega_M + \delta\Omega_M)^2},
\tag{2.19}
\]
and the mechanical position operator can be obtained as:

\[
\hat{Q}(\Omega) = \chi_{\Delta}(\Omega) \left[ \sqrt{2 \Gamma \hat{P}_{in}} - 2 \sqrt{C_{\text{eff}}^\Delta(\Omega)} \Gamma \frac{(\kappa/2 - i\Omega)^2 \hat{X}_{in} + \Delta (\kappa/2 - i\Omega) \hat{Y}_{in}}{(\kappa/2 - i\Omega)^2 + \Delta^2} \right]
\]  

(2.20)

where \( g = (\kappa/2 - i\Omega) \sqrt{C_{\text{eff}}^\Delta(\Omega)} \Gamma/\kappa \) is used for replacement. This equation shows that mechanical position is related with input mechanical momentum, amplitude and phase information of the input light. If the detuning factor \( \Delta = 0 \), then the mechanical position would be unaffected by the light phase fluctuation, and thus in a spectrum analysis the mechanical position spectral density would only be influenced by the correlations between input light amplitude and input mechanical momentum rather than correlations among \( \hat{P}_{in}, \hat{X}_{in} \) and \( \hat{Y}_{in} \). In the optomechanical magnetometers’ system considered here, the fluctuations from the incoherent thermally driven input mechanical momentum are assumed to have no correlations with either light amplitude or phase fluctuations. Also the correlations between the light amplitude and phase quadrature is neglected for coherent light source.

From Eq. (2.19) the dynamical back-action modified mechanical damping and eigenfrequency become

\[
\frac{\Gamma_{\Delta}(\Omega_M)}{\Gamma(\Omega_M)} \equiv \frac{\Gamma + \Gamma_{opt}}{\Gamma} = 1 + C_{\text{eff}}^\Delta(\Omega_M) \frac{\Omega_M \Delta \kappa^2}{(\kappa^2/4 + \Delta^2 - \Omega_M^2)^2 + (\kappa\Omega_M)^2}
\]

(2.21)

and

\[
\left( \frac{\Omega_{\Delta}(\Omega_M)}{\Omega_M(\Omega_M)} \right)^2 \equiv \frac{\Omega_M + \delta\Omega_M}{\Omega_M} = 1 - C_{\text{eff}}^\Delta(\Omega_M) \frac{\kappa \Delta (\kappa^2/4 + \Delta^2 - \Omega_M^2)}{Q_M \left[ (\kappa^2/4 + \Delta^2 - \Omega_M^2)^2 + (\kappa\Omega_M)^2 \right]}
\]  

(2.22)

where \( Q_M = \Omega_M/\Gamma \). With blue detuning \( \Delta < 0 \), the mechanical resonance spectrum peak reduces, and eventually when \( \Gamma_{\Delta}(\Omega_M) < 0 \) instability will occur leading to chaos [50]. Also the input laser power should be limited to ensure that Eq. (2.22) stays positive.

### 2.3 Direct and homodyne detection techniques

There are several ways to detect the output light in Eq. (2.16), such as direct and homodyne detection techniques for their signal-to-noise ratio (SNR) performance.

To be detected, light field has to be coupled to the system. Near field coupling scheme is used in cavity optomechanical magnetometry where a tapered fibre is brought to close proximity in the same order as the wavelength of the light to the device. The device could be a toroid surround with magnetostrictive material Terfenol-D, whose artistic depiction is displayed in Fig. 2.2b). The near field evanescent light field goes into the device via a coupling rate \( \kappa_{in} \) when the reflective index of the fibre is larger than that of the device to avoid the total internal reflection from the fibre to the device.

**Direct detection technique** records intensity of the optical field on the detector, as a common way of detecting optical signals: directing a signal from an optical fibre to a photon detector for instance. The detected photon current can be written as

\[
i(t) = \eta_1 \cdot N_{out}(t) = \eta_1 \cdot a_{out}^\dagger(t) a_{out}(t)
\]  

(2.23)
where \( \eta_1 \) is the detection efficiency counting the loss when transferring the photon to the electric current at the photon diode, \( a_{\text{out}} \) is the output field amplitude and \( N \) is the output photon flux. If considering only the modulations on the optical field, \( a_{\text{out}}(t) \) can be described as: \( a_{\text{out}}(t) \rightarrow \alpha + \delta a(t) \) where \( \langle \delta a(t) \rangle = 0 \) and \( \langle |\delta a(t)|^2 \rangle = 0 \) describes that the modulation has zero mean but not zero over time, and \( \alpha \) is a positive complex number. When considering the modulation, Eq. (2.23) then becomes

\[
i(t) = \eta_1 [|\alpha|^2 + \alpha \delta a^*(t) + \alpha^* \delta a(t) + |\delta a(t)|^2]
\]

\[
= \eta_1 \frac{|\alpha|}{\sqrt{2}} \left[ \frac{\alpha}{|\alpha|^2} \delta a^*(t) + \frac{\alpha^*}{|\alpha|^2} \delta a(t) \right] = \eta_1 \frac{|\alpha|}{\sqrt{2}} \left[ \delta a^*(t) e^{i\theta_{\text{out}}} + \delta a(t) e^{-i\theta_{\text{out}}} \right] = \eta_1 |\alpha| X^{\theta_{\text{out}}}(t)
\]

(2.24)

where \( X^{\theta_{\text{out}}} \) is the light amplitude (phase) quadrature. Noise product term in Eq. (2.24) is neglected in Eq. (2.25). This approximation is valid when the optical coherent driving field is large compared to the modulation. The constant term \( |\alpha|^2 \) in Eq. (2.24) is also neglected as its Fourier transformation \[51\] writes:

\[
\tilde{i}(\omega) \propto |\alpha|^2 \delta(0) + \alpha \delta a^*(\Omega_{\text{M}}) + \alpha^* \delta a(\Omega_{\text{M}})
\]

(2.26)

where the first term is the coherent average power centred at 0 modulated frequency is a DC signal which can be filtered. \( \Omega_{\text{M}} \) is the modulation frequency, in our cavity optomechanical magnetometry it’s the mechanical eigenfrequency and actuation frequency from the external AC magnetic field signal. Under a spectrum analysis, the coherent power part can be distinguished from the rest. Though direct detection is easy to be implemented, its measuring quadrature is limited to the direction of the coherent field.

**Balanced homodyne detection** is an elegant technique to measure arbitrary quadrature of light for optomechanical system. Shown in Fig. 2.2a), the simplest sketch consists of a 3 dB coupler mixing signal beam with strong reference beam (local oscillator) at the same frequency (Eq.(2.27)), as can be indicated from ‘homo’ meaning the same. The signal beam consists of a tapered fibre evanescently
coupling coherent light field to the device under test. The detected photon current takes the difference from the two detectors as expressed as ± in Eq. (2.28). The strong local oscillator, as can be seen in Eq. (2.30), boosts the small signal field. The modulated signal \( \delta a(t) \) is mixed with a strong local oscillator field \( a_{LO} = \alpha_{LO} + \delta \alpha_{LO} \) at the two detectors as:

\[
a_{\pm}(t) = \frac{1}{\sqrt{2}} \left[ a_{LO}(t) \pm \delta a(t) \right] \quad \text{(2.27)}
\]

\[
i(t) = i_+(t) - i_-(t) = \eta_1 \left( a_+^*(t)a_+(t) - a_-^*(t)a_-(t) \right) \quad \text{(2.28)}
\]

\[
= \eta_1 \left[ \alpha_{LO}^* \delta a(t) + \alpha_{LO} \delta a^*(t) \right] \quad \text{(2.29)}
\]

\[
= \eta_1 \frac{|\alpha_{LO}|}{\sqrt{2}} \left[ \frac{\alpha_{LO}^*}{|\alpha_{LO}|} \delta a(t) + \frac{\alpha_{LO}}{|\alpha_{LO}|} \delta a^*(t) \right] = \eta_1 |\alpha_{LO}| \varepsilon^\theta(t) \quad \text{(2.30)}
\]

where the noise fluctuation from the local oscillator is ignored.

In contrast to direct detection, homodyne detection has the advantage of having access into all the angles in amplitude-phase quadrature of the optical field by varying the phase of the local oscillator. Therefore, direct detection is a special case for homodyne detection, and the following power spectral density calculations will be based on the homodynes’ phase and amplitude quadrature operators.

### 2.4 Power spectral density with and without laser detuning

The photon current \( i(t) \) converted from the output photon is directed to electronic device for analysis. To get power spectral density, a spectrum analyser is used which converts the time dependent signal to a spectrum. According to Wiener-Khinchin theorem under stationary statistics the power spectral density of a general time dependent signal \( \phi(t) \) is

\[
S_{\phi\phi}(\Omega) = \int_{-\infty}^{\infty} d\tau e^{i\Omega\tau} \langle \phi^*(t+\tau)\phi(t) \rangle_{t=0} = \int_{-\infty}^{\infty} d\Omega' \langle \phi^*(t)\phi(t) \rangle_{t=0} \quad \text{(2.31)}
\]

A current signal directed to a spectrum and network analyser can be expressed in the form of

\[
i(t) = I(t) + \varepsilon(t) \quad \text{(2.32)}
\]

where \( I \) is the DC part of the current having a mean of \( \langle I(t) \rangle = \alpha_i \), and \( \alpha_i \) is a complex constant. \( \langle \varepsilon(t) \rangle = 0 \) for both incoherent noise and modulated coherent signal. The power spectrum density measured by the spectrum analyser [52] from Eq. (2.26, 2.31, 2.32) then is

\[
SA(\Omega) = \left\langle \hat{I}^*(\Omega)\hat{I}(\Omega') \right\rangle = \left\langle \left( \hat{I}^*(\Omega) + \hat{\varepsilon}^*(\Omega) \right) \left( \hat{I}(\Omega') + \hat{\varepsilon}(\Omega') \right) \right\rangle \quad \text{(2.33)}
\]

\[
= \begin{cases} 
|\alpha_i|^2 \delta^2(0) + \alpha_i^* \hat{\eta}_2(\Omega)<\hat{\varepsilon}(\Omega)> + \alpha_i \hat{\eta}_2(\Omega)<\hat{\varepsilon}(\Omega)> + \left< |\hat{\varepsilon}(\Omega)|^2 \right>, & \text{incoherent } \varepsilon \\
|\alpha_i|^2 \delta^2(0) + \alpha_i^* \delta(\Omega_M)<\hat{\varepsilon}(\Omega)> + \alpha_i \delta(\Omega_M)<\hat{\varepsilon}(\Omega)> + \left< |\hat{\varepsilon}(\Omega)|^2 \right>, & \text{modulated } \varepsilon 
\end{cases} \quad \text{(2.34)}
\]
The first term in Eq. (2.34) is a peak centred at 0 frequency of the spectrum due to the auto-correlation without modulation. The second and third terms are 0 as \( \langle \tilde{e}(\Omega) \rangle = 0 \) and \( \langle \tilde{e}^*(\Omega) \rangle = 0 \). \( \tilde{\eta}_2(\Omega) \) counts for white noise spectrum if \( \varepsilon \) is incoherent noise. For a single modulation frequency \( \Omega_M \), terms with \( \delta(\Omega_M) \) are 0. Only the last term is what the spectrum analyser outputs, though \( \langle \varepsilon(t) \rangle = 0 \), \( \langle \varepsilon^*(t)\varepsilon(t) \rangle > 0 \). This shows that spectrum analyser measures input with 0 mean no matter whether the input is coherently driven or white noise. In the cavity optomechanical magnetometers system. Spectrum analyser is used to measure noise source of thermal Brownian motion and laser noise, as well as coherently driven reference magnetic field. The analysis of spectrum density considering thermal and laser noise is as follows, while characterization of reference magnetic field is experimental techniques can be referred to ref.[26].

The power spectral density of the output \( X \) and \( Y \) quadrature of light is obtained by combining Eq. (2.20, 2.16, 2.31) and neglecting the both the correlation between thermal Brownian noise and optical shot noise and inside the optical amplitude and phase quadrature, as

\[
\begin{align*}
\tilde{S}_{\text{out}}(\Omega) &= B_1 \cdot \tilde{S}_{\text{in}} + B_2 \cdot \tilde{S}_{\text{in}}^* \\
&+ \sum_{\Omega_M} 8\eta^2 C^2_{\text{eff}}(\Omega_M) |A| |\chi(\Omega)|^2 \left[ \frac{k_B T}{\hbar \Omega_M} + 2|C_{\text{eff}}(\Omega_M)| \left( A_1 \cdot \tilde{S}_{\text{in}}^* + A_2 \cdot \tilde{S}_{\text{in}} \right) \right] \\
\tilde{S}_{\text{in}}(\Omega) &= B_2 \cdot \tilde{S}_{\text{in}}^* + B_1 \cdot \tilde{S}_{\text{in}}^* \\
&+ \sum_{\Omega_M} 8\eta^2 C^2_{\text{eff}}(\Omega_M) |A| |\chi(\Omega)|^2 \left[ \frac{k_B T}{\hbar \Omega_M} + 2|C_{\text{eff}}(\Omega_M)| \left( A_1 \cdot \tilde{S}_{\text{in}}^* + A_2 \cdot \tilde{S}_{\text{in}} \right) \right]
\end{align*}
\]  

\[
\begin{align*}
A_1 &= \left| \frac{(\kappa/2 - i\Omega)^2}{(\kappa/2 - i\Omega)^2 + \Delta^2} \right|^2 \\
A_2 &= \left| \frac{\Delta (\kappa/2 - i\Omega)}{(\kappa/2 - i\Omega)^2 + \Delta^2} \right|^2 \\
B_1 &= \left| 1 + \frac{-\kappa^2/2 + i\Omega \kappa}{(\kappa/2 - i\Omega)^2 + \Delta^2} \right|^2 \\
B_2 &= \left| \frac{\Delta \kappa}{(\kappa/2 - i\Omega)^2 + \Delta^2} \right|^2
\end{align*}
\]  

where \( \eta = \eta_0 \cdot \eta_1 \) is the efficiency counting the light escaping from the cavity as well as the conversion of photons to electric current in detection process. The first term in the square bracket of Eq. (2.35) is the number of phonons created under thermal bath at mechanical resonance frequency, and the second term with a coefficient of \( |C_{\text{eff}}^2(\Omega_M)| \) has the physical meaning of equivalent phonon created by back-action heating. To get Eq. (2.35), the power spectral density of \( \tilde{P}_{\text{in}}(t) \) is used as a result of a bath force from fluctuation dissipation theorem the same as in Eq. (2.7). Here the thermal noise dominates bath fluctuation than photon noise, therefore \( n \) is the phonon number

\[
\begin{align*}
S_{P_{\text{in}}}(\Omega) &= \frac{\Omega}{\Omega_M} (\bar{n} + 1) \\
S_{P_{\text{in}}}(\Omega) &= \frac{\Omega}{\Omega_M} \bar{n}
\end{align*}
\]
$S_{P_{in}P_{in}}(\Omega)$ and $S_{P_{in}P_{in}}(-\Omega)$ have different expressions as a result of difference in upwards and downwards going transition rates [49]. For symmetrised bath power spectral density and at high temperature limit

$$S_{P_{in}P_{in}}(\Omega) = \frac{1}{2} [S_{P_{in}P_{in}}(\Omega) + S_{P_{in}P_{in}}(-\Omega)]$$

(2.43)

$$\approx \frac{\Omega}{\Omega_M} (\bar{n} + \frac{1}{2})$$

(2.44)

$$\approx \frac{\Omega}{\Omega_M} \frac{k_B T}{\hbar \Omega_M} = \frac{k_B T}{\hbar \Omega_M}.$$  

(2.45)

When we consider the laser detuning, the mechanical position information encodes both to the light amplitude and phase quadrature. Therefore, the homodyne detection angle can be relaxed.

For simple case of on-resonance optical driving when detuning $\Delta = 0$, there is no dynamical back-action for the optomechanical system and the mechanical motion only imprints on the phase quadrature of the light by its momentum. The power spectrum density for homodyne detection of the light phase quadrature is given in [49] or set $\Delta = 0$ in Eq. (2.35, 2.36, 2.37, 2.38) as follows:

$$\tilde{Y}_{out}(\Omega) = -\left(\frac{\kappa/2 + i\Omega}{\kappa/2 - i\Omega}\right) \tilde{Y}_{in}(\Omega) + 2\Gamma(\Omega) \sqrt{2C_{\text{eff}}(\Omega_M)} \chi(\Omega) \left[ \tilde{P}_{in}(\Omega) - \sqrt{2C_{\text{eff}}(\Omega_M)} \tilde{X}_{in}(\Omega) \right]$$

(2.46)

$$S_{\tilde{y}^\text{homo}}(\Omega) = \tilde{S}_{\tilde{y}_{out}\tilde{y}_{out}}(\Omega)$$

$$= \tilde{S}_{\tilde{Y}_{in}\tilde{Y}_{in}}(\Omega) + \sum_{\Omega_M} 8\eta \Gamma^2(\Omega_M) |C_{\text{eff}}(\Omega_M)| \cdot |\chi(\Omega)|^2 \left[ \tilde{S}_{\tilde{P}_{in}\tilde{P}_{in}}(\Omega) + 2|C_{\text{eff}}(\Omega_M)| \tilde{S}_{\tilde{X}_{in}\tilde{X}_{in}}(\Omega) \right]$$

(2.47)

$$= \frac{1}{2} \sum_{\Omega_M} 8\eta \Gamma^2(\Omega_M) |C_{\text{eff}}(\Omega_M)| \cdot |\chi(\Omega)|^2 \left[ \frac{\Omega}{\Omega_M} (\bar{n}_{in}(\Omega) + \frac{1}{2}) + |C_{\text{eff}}(\Omega_M)| \right]$$

(2.48)

$$= \frac{1}{2} + \sum_{\Omega_M} 8\eta \Gamma^2(\Omega_M) |C_{\text{eff}}(\Omega_M)| \cdot |\chi(\Omega)|^2 \left( \frac{k_B T}{\hbar \Omega_M} + n_{ba} \right)$$

(2.49)

where $|C_{\text{eff}}(\Omega_M)|$ is obtained from Eq. (2.11) by setting the detuning $\Delta = 0$. From Eq. (2.48) to Eq. (2.49), the high temperature limit is used where thermal noise excites the number of phonon $\bar{n}(\Omega) + 1/2 \approx k_B T/\hbar \Omega \sim 10^5 - 10^6$ for our devices by the 1st order RBM around 30 MHz is much larger than the photon fluctuation $\tilde{S}_{\tilde{P}_{in}\tilde{P}_{in}}(\Omega) = \tilde{S}_{\tilde{X}_{in}\tilde{X}_{in}}(\Omega) = 1/2$ for coherent light source.

To estimate how the back-action influences our system, the input measurement strength is chosen to be at the standard quantum limit for mechanical position measurement.

The output mechanical position can be obtained through the combination of Eq. (2.46) and the definition of the part of mechanical position without the influence of the measurement, as

$$\tilde{Q}^0(\Omega) \equiv \sqrt{2\Gamma} \chi(\Omega) \tilde{P}_{in}(\Omega),$$

(2.50)
where the source of $\tilde{P}_{in}$ is from thermal bath, as

$$\tilde{Q}_{out}(\Omega) = \tilde{Q}^0(\Omega) - \frac{1}{2\sqrt{\Gamma_{\text{eff}}(\Omega_M)}} \left( \frac{\kappa/2 + i\Omega}{\kappa/2 - i\Omega} \right) \tilde{Y}_{in}(\Omega) - 2\sqrt{\Gamma_{\text{eff}}(\Omega_M)} \chi(\Omega) \tilde{X}_{in}(\Omega).$$  (2.51)

The second term on the right hand side of Eq. (2.51) is linear with the phase quadrature of the light counting for the imprecision noise due to the presence of laser phase noise, meaning the stronger the input laser power cranked up to ($C_{\text{eff}} \to \infty$), the more accurate the measurement will be (this term $\to 0$), and $\eta$ is introduced counting for measurement efficiency. However, the last term boosted by the laser amplitude quadrature takes charge of the radiation back-action heating noise. Therefore, there is an optimised input power for minimum combinations of impression noise and back-action heating noise without taking thermal noise into consideration, which is called standard quantum limit. Normalising the power spectral density of light into mechanical position unit gives

$$\tilde{S}_{\tilde{Q}_{out}}(\Omega) = \frac{1}{8\eta |C_{\text{eff}}(\Omega_M)|^2} + \frac{2|\chi(\Omega)|^2 |C_{\text{eff}}(\Omega_M)|}{\text{back-action noise}}$$  (2.52)

The minimum total optical noise from Eq. (2.52) is reached from mechanical position measurement when the cooperativity is

$$|C_{\text{eff}}(\Omega_M)| = \frac{1}{4\eta^{1/2} |\chi(\Omega_M)|} = \frac{1}{4\eta^{1/2}}$$  (2.53)

Assuming detection efficiency $\eta = 1$ gives $|C_{\text{eff}}(\Omega_M)| = 0.25$. This means back-action heating created phonon number is 0.25, which is far less than thermally excited phonon number $k_B T / \hbar \Omega_M \sim 10^5 - 10^6$ from Eq. (2.49) in our room temperature operated 100-micrometre sized devices. Therefore, noise from back-action heating could be safely neglected.

### 2.5 Network response for exciting external magnetic field

Network analyser on the other hand has an inbuilt local oscillator mixing the incoming signal, and the outcome is the Fourier transform of the mean mixture. The current signal of Eq. (2.32) can be expanded to have an additional coherently modulated term $|I_1|e^{-i\Omega_M}$ at a frequency $\Omega_M$ where $|I_1| > 0$ and $\varepsilon(t)$ is kept as incoherent noise as

$$i(t) = I + |I_1|e^{-i\Omega_M} + \varepsilon(t).$$  (2.54)

The function of local oscillator is to mix the input $i(t)$ with $e^{i\Omega t}$, therefore, a simplified network response can be obtained as

$$\text{NA}(\omega) = \mathcal{F} \mathcal{F} \left( e^{i\Omega t} \cdot i(t) \right) \mathcal{F} \mathcal{F}^* \left( e^{i\Omega t} \cdot i(t) \right) = \mathcal{F} \mathcal{F} \left( \alpha e^{-i\Omega t} + |I_1|e^{-i(\Omega_M - \Omega)t} + \varepsilon e^{-i\Omega t} \right) \mathcal{F} \mathcal{F} \left( \text{c.c.} \right)$$  (2.55)

Assuming detection efficiency $\eta = 1$ gives $|C_{\text{eff}}(\Omega_M)| = 0.25$. This means back-action heating created phonon number is 0.25, which is far less than thermally excited phonon number $k_B T / \hbar \Omega_M \sim 10^5 - 10^6$ from Eq. (2.49) in our room temperature operated 100-micrometre sized devices. Therefore, noise from back-action heating could be safely neglected.
\[
|\alpha|^2 \delta^2(\Omega) + |I_1|^2 (\Omega - \Omega_M) + |\epsilon|^2 \delta^2(\Omega) \tag{2.57}
\]
\[
= \begin{cases} 
|I_1|^2 & \text{if } \Omega = \Omega_M, \\
|\alpha|^2 + |\epsilon|^2 & \text{if } \Omega = 0, \\
0 & \text{otherwise.} 
\end{cases} \tag{2.58}
\]

Therefore, network analyser measures parameters which could be coherently driven and output the phase and amplitude information of the driving. Though thermal Brownian noise has modulation frequencies, its phase is random as it cannot be fit into \(|I_1|e^{-i\Omega_M t}\) type. In cavity optomechanical magnetometry, the displacement of the magnetometer driven by AC external magnetic field is measured by network analyser.

To get the network response of the displacement driven by magnetic field, the thermal force spectrum expressed in terms of \(k_B T\) in Eq. (2.35, 2.36) derived from input mechanical momentum spectrum with Eq. (2.41, 2.42) needs to be replaced with the mechanical momentum in Eq. (2.7) purely driven by the coherent force \(F_{\text{field}} = c_{\text{act}} B_{\text{ref}}\) where \(B_{\text{ref}}\) is the reference magnetic field used to excite the displacement. Here the coherent force means that there exists correlations between magnetic-force-driven mechanical displacement at different mechanical eigenfrequencies. And thus the calculation should first take the sum of harmonic oscillator at all frequencies of interest, and then take the modulus square. In contrast to the uncorrelated thermal force in Eq. (2.35, 2.36) where the modulus square is taken at individual eigenmodes. Interference between the mechanical displacement driven by coherent force at different mechanical eigenmodes is indeed observed in the experiment driven by electric force [53]. The network response of mechanical displacement driven by magnetic field force \(F_{\text{field}} = c_{\text{act}} B_{\text{ref}}\) in light amplitude and phase quadrature is

\[
\bar{S}_{\bar{X}_{\text{out}}} (\Omega) = 2 \cdot \eta \cdot A_2 \sum_{\Omega_M} \Gamma(\Omega_M) \sqrt{|C^\Delta(\Omega_M)|} \chi_\Delta(\Omega) \frac{c_{\text{act}}(\Omega_M) B_{\text{ref}}}{\sqrt{4m_{\text{eff}} \Omega_M \hbar \Gamma(\Omega_M)}}^2 \tag{2.59}
\]

\[
\bar{S}_{\bar{Y}_{\text{out}}} (\Omega) = 2 \cdot \eta \cdot A_1 \sum_{\Omega_M} \Gamma(\Omega_M) \sqrt{|C^\Delta(\Omega_M)|} \chi_\Delta(\Omega) \frac{c_{\text{act}}(\Omega_M) B_{\text{ref}}}{\sqrt{4m_{\text{eff}} \Omega_M \hbar \Gamma(\Omega_M)}}^2 \tag{2.60}
\]

where the expression for \(A_1\) and \(A_2\) can be found in Eq. (2.37, 2.38), and the 4 on the denominator is because the mechanical decay rate is taken as a full-width-half-maximum of the mechanical resonance. Therefore, the classical thermal random force spectrum is \(\bar{S}_{\bar{F}_F}^{\text{class}} = 4m\Gamma k_B T\).

The quotient of the network response measuring the magnetic field and noise power spectral density gives a combination of SNR and resolution bandwidth (RBW). By checking the unit of the noise power spectral density in Eq. (2.49), we found it has the unit of 1. While the network response driven by \(F_{\text{field}}\) in Eq. (2.59, 2.60) has the unit of \(F_{\text{field}}^2/4m_{\text{eff}} \Omega_M \hbar (\text{Hz}/2\pi)\) when taking parameters \(\kappa, \Gamma\) with unit of (rad·s\(^{-1}\)). RBW has the unit of Hz. The minimum detectable magnetic field is defined as

\[
B_{\min}(\Omega) = \frac{B_{\text{ref}}}{\sqrt{\text{SNR} \cdot \text{RBW}}} = \frac{B_{\text{ref}}}{\sqrt{\bar{S}_{\bar{X}_{\text{out}}} (\Omega) / \bar{S}_{\bar{Y}_{\text{out}}} (\Omega) \sqrt{\bar{S}_{\bar{X}_{\text{out}}} (\Omega) / \bar{S}_{\bar{Y}_{\text{out}}} (\Omega)}} \left( \frac{T}{\sqrt{\text{Hz}} / 2\pi} \right) \tag{2.61}
\]
which can be obtained from the quotient of Eq. (2.59)/(2.60) and Eq. (2.35)/(2.36). The sensitivity calculated above has to be divided by a factor of $\sqrt{2\pi}$ to reach the commonly used unit of sensing community (T/$\sqrt{Hz}$).

For single mechanical mode, the minimum detectable magnetic field is square root of the force noise spectrum divided by actuation constant $c_{act}$. The power spectral density of the noise force driving the mechanics can be related with the normalized power spectrum density of light in the unit of mechanical position [49] as

$$\tilde{S}_{FF}(\Omega) = \frac{\hbar m_{eff} \Omega_M |\chi(\Omega)|^2}{\tilde{S}_{QQ}(\Omega)}.$$  \hspace{1cm} (2.62)

where the $\tilde{S}_{QQ}(\Omega)$ includes the thermal noise from Eq. (2.45, 2.50) and measurement noise and back-action noise from Eq. (2.52). There, the magnetic field sensitivity limited by the combination of thermal, measurement and back-action noise can be written as

$$B_{min}(\Omega_M) = \frac{1}{\sqrt{2\pi c_{act}(\Omega_M)}} \left[ \frac{4m_{eff}\Gamma k_B T}{\text{thermal noise}} + \frac{m_{eff}\hbar Q_M}{8\eta |\chi_{\Delta}|^2 C_{\Delta_{eff}}^2} \right]^{1/2} + \frac{4m_{eff}\Gamma h \Omega_M |C_{\Delta_{eff}}^2|}{\text{back-action}}$$ \hspace{1cm} (2.63)

where $Q_M$ is the mechanical quality factor, and $m_{eff}, \Gamma, |\chi_{\Delta}|, Q_M$ and $C_{\Delta_{eff}}^2$ in the square root are also mechanical eigenmode $\Omega_M$ dependent in addition to the actuation constant $c_{act}(\Omega_M)$. Note that if the thermal noise dominates the sum of the thermal and laser shot noise, then it may be called thermal noise limited. In our system, impression noise depends on the optomechanical coupling strength for individual mechanical modes as well as the laser power.
Chapter 3

Mechanical Properties of Optomechanical Magnetometry from Numerical Simulation

Bulk materials exhibit mechanical oscillations at their mechanical resonance frequencies when they absorb energy from external fields and thermal environment. The behaviour of each mechanical eigenmode can be well simplified as a damped harmonic oscillator. The smaller the damping parameter $\Gamma (\text{rad} \cdot \text{s}^{-1})$ is, the longer the mechanical oscillation will sustain for a single pulsed input or the larger the amplitude will be for a continuous driving. In this specific application of cavity optomechanical magnetometry, the energy input comes from the magnetic field of the specimens while the noise contributions come from the thermal bath at room temperature and the light bath introduced in the process of detecting mechanical oscillation. Numerical solutions of elastic wave equation with a driving term reveal the noise free sensors’ performance and give the three dimensional (3D) shape deformation of the magnetometers, which is hard to solve analytically. Combined with the scalar theory of optomechanics (discussed in Chapter 2), the shape deformation information helps to better predict the performances of the magnetometers.

3.1 Time domain structural dynamics

Small mechanical oscillation of an elastic medium can be described by the elastic wave equation. We start with the simple case where there is no driving term and an isotropic material is considered, and later the external driving term will be included as a part of stress (see in Chapter 3.2). The elastic wave equation [36] in the time domain is given by

$$\rho \frac{\partial^2 u_i}{\partial t^2} = \frac{\partial \sigma_{ij}}{\partial x_j}$$

(3.1)

where $u_i = x'_i - x_i$ is the displacement with $i$ indicating components in $x$, $y$ and $z$ directions in the Cartesian coordinate. $x'_i$ and $x_i$ are the position vector after and before the mechanical deformation describing the change of shape and volume of a medium. $\rho$ is material density and $\sigma_{ij}$ denotes stress tensor. All $u_i$, $\sigma_{ij}$ and $x_j$ are both time and spatial dependent, and the time and spatial components are separable as shown in the later part of this section (Eq. (3.20)).
Generally, stress is a function of strain, linked by a tensor coefficient as

$$\sigma_{ij} = \lambda_{ijkl} \epsilon_{kl}$$  \hspace{1cm} (3.2)

where $\lambda_{ijkl}$ is a tensor of rank four, and is usually termed as elastic modulus tensor or elasticity matrix in COMSOL. If a crystal material possesses any symmetry, the independent elements in the elasticity matrix would be less than 21 \cite{36}. For isotropic materials the stress-strain relation can be reformed into

$$\sigma_{ij} = \lambda \frac{\partial u_k}{\partial x_i} \delta_{ij} + \mu \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right)$$  \hspace{1cm} (3.3)

where $\lambda$ and $\mu$ are Lamé constants taking charge of the diagonal and off-diagonal part of the strain. $\frac{\partial u_k}{\partial x_i}$ means the sum of the gradient adding all dimensions. The Lamé constants are given by

$$\lambda = \frac{\nu E}{(1 + \nu)(1 - 2\nu)}$$ \hspace{1cm} (3.4)

$$\mu = \frac{E}{2(1 + \nu)}$$ \hspace{1cm} (3.5)

where $\nu$ is Poisson’s ratio and $E$ is Young’s modulus.

To derive the separation of time and spatial components, Eq. (3.1, 3.3) are expanded along $x, y, z$ directions for clearness and are further combined with the mathematical relations of gradient and divergence. The expanded version of Eq. (3.1) is

$$\rho \frac{\partial^2 u_x}{\partial t^2} = \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} + \frac{\partial \sigma_{xz}}{\partial z}$$ \hspace{1cm} (3.6)

$$\rho \frac{\partial^2 u_y}{\partial t^2} = \frac{\partial \sigma_{yx}}{\partial x} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{yz}}{\partial z}$$ \hspace{1cm} (3.7)

$$\rho \frac{\partial^2 u_z}{\partial t^2} = \frac{\partial \sigma_{zx}}{\partial x} + \frac{\partial \sigma_{zy}}{\partial y} + \frac{\partial \sigma_{zz}}{\partial z}$$ \hspace{1cm} (3.8)

with the expanded stress tensor $\sigma_{ij}$ from Eq. (3.3) as

$$\sigma_{xx} = \lambda \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} + \frac{\partial u_z}{\partial z} \right) + 2\mu \frac{\partial u_x}{\partial x}$$ \hspace{1cm} (3.9)

$$\sigma_{yy} = \lambda \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} + \frac{\partial u_z}{\partial z} \right) + 2\mu \frac{\partial u_y}{\partial y}$$ \hspace{1cm} (3.10)

$$\sigma_{zz} = \lambda \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} + \frac{\partial u_z}{\partial z} \right) + 2\mu \frac{\partial u_z}{\partial z}$$ \hspace{1cm} (3.11)

$$\sigma_{yz} = \mu \left( \frac{\partial u_y}{\partial z} + \frac{\partial u_z}{\partial y} \right)$$ \hspace{1cm} (3.12)

$$\sigma_{xz} = \mu \left( \frac{\partial u_x}{\partial z} + \frac{\partial u_z}{\partial x} \right)$$ \hspace{1cm} (3.13)

$$\sigma_{xy} = \mu \left( \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x} \right)$$ \hspace{1cm} (3.14)
Using the mathematics relation of gradient and divergence

\[ \nabla f = \frac{\partial f}{\partial x} e_x + \frac{\partial f}{\partial y} e_y + \frac{\partial f}{\partial z} e_z \]  \hspace{1cm} (3.15)  
\[ \nabla \cdot f = \frac{\partial f_x}{\partial x} + \frac{\partial f_y}{\partial y} + \frac{\partial f_z}{\partial z} \]  \hspace{1cm} (3.16)  
\[ \nabla^2 = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2} + \frac{\partial^2 f}{\partial z^2} \]  \hspace{1cm} (3.17)  
\[ \nabla (\nabla \cdot f) = \left( \frac{\partial^2 f_x}{\partial x^2} + \frac{\partial^2 f_y}{\partial y^2} + \frac{\partial^2 f_z}{\partial z^2} \right) e_x + \left( \frac{\partial^2 f_x}{\partial x \partial y} + \frac{\partial^2 f_y}{\partial y \partial x} + \frac{\partial^2 f_z}{\partial x \partial z} + \frac{\partial^2 f_y}{\partial y \partial z} + \frac{\partial^2 f_z}{\partial z \partial y} + \frac{\partial^2 f_z}{\partial z \partial x} \right) e_z, \]  \hspace{1cm} (3.18)  

Eq. (3.1) can be recast into an equation having only one variable defined as \( u(r,t) \) indicating the vectorial nature of the displacement after it is combined with the material dependent Lamé constants and density as

\[ \rho \frac{\partial^2 u(r,t)}{\partial t^2} = (\lambda + \mu) \nabla (\nabla \cdot u(r,t)) + \mu \nabla^2 u(r,t). \]  \hspace{1cm} (3.19)  

An Ansatz to Eq.(3.19), which separates of the time \( T(t) \) and spatial \( \psi(r) \) parts of the displacement vector \( u(r,t) \) has the form of [35]

\[ u(r,t) = T(t) \psi(r). \]  \hspace{1cm} (3.20)  

Inserting the Ansatz. (3.20) into Eq. (3.19) results in

\[ \frac{\partial^2 T(t)}{\partial t^2} = T(t) \left[ \frac{(\lambda + \mu) \nabla (\nabla \cdot \psi(r)) + \mu \nabla^2 \psi(r)}{\rho \psi(r)} \right] \]  \hspace{1cm} (3.21)  

where the term in the square bracket is time independent but spatial dependent. This demonstrates the validation of the separability of the Ansatz.

In COMSOL implementation, mechanical eigenmode analysis uses Eq.(3.1) to predict the mechanical eigenmode shape. However, as there is no driving term present, the amplitude of each mechanical eigenmode is arbitrary. To obtain the amplitude, driving term needs to be included.

**Summary of the notations**

\( u_i \) is one component of the time and spatial dependent displacement. A sum of all components could be written compactly as

\[ u(r,t) = \sum_i u_i(r,t) e_i. \]  \hspace{1cm} (3.22)
The compact version of diagonal strain is in the form of

$$\frac{\partial u_k}{\partial x_k} = \frac{\partial u_x}{\partial x} \mathbf{e}_x + \frac{\partial u_y}{\partial y} \mathbf{e}_y + \frac{\partial u_z}{\partial z} \mathbf{e}_z$$  \hspace{1cm} (3.23)

where the bold symbols always mean the sum in all dimensions.

Following the same rule that a bold symbol describes a sum over all dimensions and a symbol with subscribes denotes the physical quantity projected onto a certain dimension, stress and strain can be expressed as

$$\sigma = \sum_{ij} \sigma_{ij} \mathbf{e}_i \mathbf{e}_j = \sum_{k} \sigma_{kk} \mathbf{e}_k \quad \text{and} \quad \varepsilon = \sum_{ij} \varepsilon_{ij} \mathbf{e}_i \mathbf{e}_j = \sum_{k} \varepsilon_{kk} \mathbf{e}_k$$  \hspace{1cm} (3.24)

where the relation between two and one subscripts in 3D by taking stress as an example lies in

$$\sigma = \begin{bmatrix} \sigma_{xx} & \sigma_{xy} & \sigma_{xz} \\ \sigma_{xy} & \sigma_{yy} & \sigma_{yz} \\ \sigma_{xz} & \sigma_{yz} & \sigma_{zz} \end{bmatrix} = \begin{bmatrix} \sigma_1 & \sigma_6 & \sigma_5 \\ \sigma_6 & \sigma_2 & \sigma_4 \\ \sigma_5 & \sigma_4 & \sigma_3 \end{bmatrix}.$$  \hspace{1cm} (3.25)

### 3.2 Modelling magnetostrictive material

To include the driving term in Eq. (3.1), one straightforward way is to introduce an additional term with the least modification to the original equation. Thanks to the divergence sum relation

$$\nabla \cdot (f_1 + f_2) = \nabla \cdot f_1 + \nabla \cdot f_2$$  \hspace{1cm} (3.26)

that the driving term could be written in the form of an additional stress as

$$\rho \frac{\partial^2 \mathbf{u}(r,t)}{\partial t^2} = \nabla \cdot \sigma_{\text{total}} = \nabla \cdot \sigma_{\text{ela}} + \nabla \cdot \sigma_{\text{driv}}.$$  \hspace{1cm} (3.27)

where $\sigma_{\text{driv}}$ is magnetic field dependent. Stress, strain and external driving magnetic field form the so-called constitutional relation which is described in this section.

The constitutional relation depends on the applications. Therefore, the application required strain property which is related to the choice of the material is discussed first. Terfenol-D and Galfenol are widely used for building ultrasonic transducers, actuators [41, 42], energy harvester [44] etc thanks to their large magnetostriction which enables large mechanical deformation in response to DC or AC external magnetic field. For DC applications, the magnetostrictive saturated strain $\varepsilon_{\text{max}}$ defined as the ratio of the maximum material elongation to its original length is important, while the so-called magnetostrictive constant, magnetoelasticity or piezomagnetic constant (here we choose piezomagnetic constant [37]), which is the slope on the strain magnetic field plot under a constant stress is key for AC applications. Though Galfenol has good machinability in bulk, Terfenol-D exceeds Galfenol by around 4 times in magnetostrictive saturated strain [45, 54] and more than 3 times in piezomagnetic constant (6.3 nm/A to 310 nm/A vs. 2 nm/A) [46, 54]. For AC magnetometers in our case benefited from the signal enhancement at the mechanical eigenfrequencies, Terfenol-D is chosen.
3.2 Modelling magnetostrictive material

When a ferromagnetic material is magnetized, its magnetization interacts with external magnetic field causing a body force which can be described by divergence of Maxwell stress tensor [48]. A magnetized material having aligned magnetic dipoles feels the force from the external magnetic field similar to that of a charged particle feeling the force in electrical field. Described in the Lorentz force density in magnetic field \( f_L = \mathbf{j} \times \mathbf{B} \) where \( \mathbf{j} \) (A·m\(^{-2}\)) is the current density. In a magnet \( \mathbf{j} = \mathbf{j}_M = \nabla \cdot \mathbf{M} \) where \( \mathbf{M} \) is the magnetization, and \( \mathbf{j} \) can be further replaced with magnetic field through Ampère’s circuital law as \( \nabla \times \mathbf{B} = \mu_0 \mathbf{j} \). This body force can be recast into the form of the Maxwell stress tensor [48, 55] as

\[
\sigma_{\text{Maxw}} = \mathbf{H} \otimes \mathbf{B} - \frac{1}{2\mu_0} (\mathbf{B} \cdot \mathbf{B}) I =
\begin{bmatrix}
\frac{1}{2\mu_0} (B_y B_x - B_z B_y - B_z B_x) & H_x B_y & H_x B_z \\
H_x B_y & \frac{1}{2\mu_0} (B_y B_y - B_z B_x - B_z B_x) & H_y B_z \\
H_x B_z & H_y B_z & \frac{1}{2\mu_0} (B_z B_z - B_x B_x - B_x B_y)
\end{bmatrix}
\] (3.28)

Assuming the variation of the magnetic field is slow enough for the material to reach deformed equilibrium before further field changes occur and Terfenol-D exhibits reversibility, the stress-strain constitutional relation with modulated AC magnetic field becomes

\[
\Delta \sigma_{\text{total}} = \frac{\partial \sigma}{\partial \varepsilon} \Delta \varepsilon + \mathcal{O}(\Delta \varepsilon^2) + \frac{\partial \sigma}{\partial \mathbf{H}} \Delta \mathbf{H} + \mathcal{O}(\Delta \mathbf{H}^2) + \Delta \sigma_{\text{Maxw}}
\]

\[
= \overline{\lambda} \Delta \varepsilon + \overline{\varepsilon} \Delta \mathbf{H} + \Delta \sigma_{\text{Maxw}}
\] (3.29, 3.30)

where \( \overline{\lambda} \) is the elasticity matrix measured under constant magnetic field in COMSOL and it consists of Lamé constants defined by \( E \) and \( \nu \) for isotropic material as can been in Eq.(3.3, 3.4, 3.5). For anisotropic material, the matrix elements of \( \overline{\lambda} \) is governed by Young’s modulus and Poisson’s ratio with multiple components. \( \overline{\varepsilon} \) is a matrix measured under constant strain linking the stress and magnetic field inside the material. Linearised constitutional relation from Eq. (3.30) is under the condition that the magnetic field modulation is small enough and operates far away from \( \varepsilon_{\text{max}} \), which is the case in our magnetometers.

The Maxwell stress tensor is added for the sake of physical completeness, it is very small compared with the driving stress. Rough estimation compares \( \overline{\varepsilon} \) with \( \Delta \mathbf{B} \) as they can be think of the coefficients before \( \Delta \mathbf{H} \). Shown in Tab. 3.1, elements in \( \overline{\varepsilon} \) has typical order of \( 10^3 \) T while the input AC magnetic field in this thesis is in the order of micro Tesla. Therefore, the contribution from Maxwell stress tensor is negligible.
The expanded constitutional stress-strain and magnetic field relation combined with the elasticity matrix in tensor form is

\[
\begin{bmatrix}
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\Delta \sigma_{\text{total}} \\
\end{bmatrix}
= 
\begin{bmatrix}
\Delta \sigma_{\text{ela}}^{xx} \\
\Delta \sigma_{\text{ela}}^{yy} \\
\Delta \sigma_{\text{ela}}^{zz} \\
\Delta \sigma_{\text{ela}}^{xy} \\
\Delta \sigma_{\text{ela}}^{xz} \\
\Delta \sigma_{\text{ela}}^{yz} \\
\Delta \sigma_{\text{ela}}^{yx} \\
\Delta \sigma_{\text{ela}}^{zx} \\
\Delta \sigma_{\text{ela}}^{zy} \\
\end{bmatrix}
+ 
\begin{bmatrix}
\Delta \sigma_{\text{driv}}^{x} \\
\Delta \sigma_{\text{driv}}^{y} \\
\Delta \sigma_{\text{driv}}^{z} \\
\Delta \sigma_{\text{driv}}^{x} \\
\Delta \sigma_{\text{driv}}^{y} \\
\Delta \sigma_{\text{driv}}^{z} \\
\Delta \sigma_{\text{driv}}^{x} \\
\Delta \sigma_{\text{driv}}^{y} \\
\Delta \sigma_{\text{driv}}^{z} \\
\end{bmatrix}
= 
\begin{bmatrix}
\lambda_{11} \\
\lambda_{12} \\
\lambda_{13} \\
\lambda_{11} \\
\lambda_{12} \\
\lambda_{13} \\
\lambda_{11} \\
\lambda_{12} \\
\lambda_{13} \\
\end{bmatrix}
\begin{bmatrix}
\lambda_{H} \\
\lambda_{H} \\
\lambda_{H} \\
\lambda_{H} \\
\lambda_{H} \\
\lambda_{H} \\
\lambda_{H} \\
\lambda_{H} \\
\lambda_{H} \\
\end{bmatrix}
+ 
\begin{bmatrix}
\lambda_{44} \\
\lambda_{44} \\
\lambda_{44} \\
\lambda_{44} \\
\lambda_{44} \\
\lambda_{44} \\
\lambda_{66} \\
\lambda_{66} \\
\lambda_{66} \\
\end{bmatrix}
\begin{bmatrix}
\Delta \varepsilon_{1} \\
\Delta \varepsilon_{2} \\
\Delta \varepsilon_{3} \\
\Delta \varepsilon_{4} \\
\Delta \varepsilon_{5} \\
\Delta \varepsilon_{6} \\
\Delta \varepsilon_{1} \\
\Delta \varepsilon_{2} \\
\Delta \varepsilon_{3} \\
\end{bmatrix}
\]

In principle, the external magnetic field changes the material stress, and the additional stress alters the magnetic field through

\[
\Delta B = \frac{\partial B}{\partial H} \Delta \sigma + \frac{\partial B}{\partial \sigma} \Delta H
\]

where \(\bar{d} = [\bar{\lambda}]^{-1} \cdot \bar{e}\) is the piezomagnetic constant and \(\bar{\lambda}^T\) indicates the matrix transpose, which in turn modifies the stress. The process then cycles until an equilibrium is reached. Here, equilibrium condition is approximated when using the measurement elasticity and piezomagnetic constants summarized in Tab. 3.1. Therefore, the constitutional relation of magnetic field as a function of stress is not used. However, the relative permeability is still used in defining the Terfenol-D material property. For completeness, the magnetic field stress relation is shown in Eq. (3.33).

In this thesis, measurement data of the elasticity matrix elements \(\bar{\lambda}_{ij}\) and piezomagnetic constant \(\bar{e}_{ij}\) are taken from ref. [56] biased at 60 kA/m and prestressed at 20 MPa summarized in Tab. 3.1.

**Table 3.1 Coefficients in the magneto-mechanical coupling** [56]

<table>
<thead>
<tr>
<th>unit (GPa)</th>
<th>(\lambda_{H11})</th>
<th>(\lambda_{H12})</th>
<th>(\lambda_{H13})</th>
<th>(\lambda_{H33})</th>
<th>(\lambda_{H44})</th>
<th>(\lambda_{H66})</th>
</tr>
</thead>
<tbody>
<tr>
<td>107</td>
<td>74.8</td>
<td>82.1</td>
<td>98.1</td>
<td>60</td>
<td>161</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>unit (T)</th>
<th>(e_{ij})</th>
<th>(e_{33})</th>
<th>(e_{15})</th>
<th>no unit</th>
<th>(\mu_{11})</th>
<th>(\mu_{22})</th>
<th>(\mu_{33})</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>-166</td>
<td>-168</td>
<td>6.9</td>
<td>4.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The discrepancy from the measurement conditions in ref. [56] leads to the shift of mechanical eigenfrequency, as the eigenfrequency is determined by \(E\) and \(v\) which form the elasticity matrix.
3.3 Damping selection in COMSOL

In our modelling, damping is manually added to COMSOL to avoid an infinity in amplitude at the mechanical resonance. The selection of damping influences the fitting equation in getting the actuation constant $c_{\text{act}}$ in Chapter 3.5, therefore it’s important to know how each type of damping in COMSOL affects the mechanical equation of motion.

Damping is added as stress term to Eq. (3.27) as

$$\rho \frac{\partial^2 \mathbf{u}(r,t)}{\partial t^2} = \nabla \cdot \mathbf{\sigma}_{\text{total}} = \nabla \cdot \mathbf{\sigma}_{\text{ela}} + \nabla \cdot \mathbf{\sigma}_{\text{driv}} + \nabla \cdot \mathbf{\sigma}_{\Gamma}$$

$$= \overline{\lambda} \nabla^2 \mathbf{u}(r,t) + \nabla \cdot \overline{\varepsilon} \Delta \mathbf{H}(r,t) + \nabla \cdot \mathbf{\sigma}_{\Gamma}. \quad (3.34)$$

There are a couple of choice of damping in COMSOL as listed below. In COMSOL the damping stress as a function of damping parameters are given. However how the stress behaves in the equation of motion is not directly known, which is crucial in performing Lorentzian fits in Chapter 3.5. Therefore, the equation of motion in frequency domain including the damping stress term is derived in this section.

The **viscous damping** with manual input parameters $\eta_b$ and $\eta_v$ in COMSOL has the form of an additional stress as

$$\mathbf{\sigma}_{\Gamma} = \eta_b \varepsilon_{\text{bulk}} + \eta_v \varepsilon_{\text{shear}} \quad (3.35)$$

in which $\eta_b$ is the damping coefficient accounting for the part of the deformation where the volume changes, while $\eta_v$ is for the part where the material volume stays constant and its shape alters. If we separate Eq. (3.3) into one shear part and the other part of hydrostatic compression with bulk coefficient, one can arrive at [36]

$$\sigma_{ij} = K \frac{\partial u_k}{\partial x_k} \delta_{ij} + 2\mu \left( \varepsilon_{ik} - \frac{1}{3} \frac{\partial u_i}{\partial x_k} \delta_{ij} \right) \quad (3.36)$$

where $K$ and $\mu$ are bulk and shear coefficients. For simplicity, we consider one dimensional case where $\sigma = \eta \dot{\varepsilon} = \eta \cdot \partial u(x,t)/\partial x$, together with the one dimensional displacement $u(x,t)$ and magnetic field $H(x,t)$ to examine the influence of viscous damping on the equation of motion in Eq. (3.34). As the separation of bulk ($K = \lambda + \frac{2}{3} \mu$) and shear ($\mu$) part are the linear combinations of Lamé coefficients ($\lambda$ and $\mu$), it should be safe to simplify the one dimensional stress-strain relation as $\sigma = \lambda \varepsilon$. 
The integral form of the elastic wave equation is given by

$$ \int_{S} \sigma \cdot \mathbf{n} dS = \int_{V} \rho \frac{\partial^2 u}{\partial t^2} dV $$  \hspace{1cm} (3.37)

where \( \mathbf{n} \) is the unit vector perpendicular to the surface \( S \).

Taking the Fourier transform of \( u(x,t) \) and the driving stress term \( H(x,t) \) by inserting

$$ u(x,t) = 2\Re \left[ \int_{0}^{\infty} \tilde{u}(x,\omega) e^{-i\omega t} d\omega \right], \quad H(x,t) = 2\Re \left[ \int_{0}^{\infty} \tilde{H}(x,\omega) e^{-i\omega t} d\omega \right], $$  \hspace{1cm} (3.38)

where the tilde \( \tilde{H}(x,\omega) \) denotes the AC modulation in frequency domain replacing the \( \Delta H \). Then the integral form of the elastic wave equation from Eq. (3.37) when considering the one-dimensional stresses from Eq. (3.34) becomes

$$ \lambda^{H} \int_{S} \frac{\partial \tilde{u}(x,\omega)}{\partial x} \cdot \mathbf{n} dS + \varepsilon^{H} \tilde{H}(x,\omega) S_{\perp} - i\omega \eta \int_{S} \frac{\partial \tilde{u}(x,\omega)}{\partial x} \cdot \mathbf{n} dS = -\omega^2 \tilde{m} u(x,\omega) $$  \hspace{1cm} (3.39)

where \( S_{\perp} \) denotes the area perpendicular to the magnetic field. To simplify the equation, the frequency domain separation of the displacement, analogous to Eq. (3.34), \( u(x,\omega) = X(\omega) \psi(x) \) is used, which results in

$$ \lambda^{H} X(\omega) \int_{S} \frac{\partial \psi(x)}{\partial x} \cdot \mathbf{n} dS + \varepsilon^{H} \tilde{H}(x,\omega) S_{\perp} - i\omega \eta X(\omega) \int_{S} \frac{\partial \psi(x)}{\partial x} \cdot \mathbf{n} dS = -\omega^2 m X(\omega) \psi(x). $$  \hspace{1cm} (3.40)

Comparing with the standard equation of motion with \( c_{\text{act}} \) being the actuation constant having the unit of (N/T) as

$$ -\omega^2 \tilde{u}(x,\omega) - i\Gamma \omega \tilde{u}(x,\omega) + \Omega_{M}^{2} \tilde{u}(x,\omega) = c_{\text{act}} \tilde{B}(x,\omega)/m, $$  \hspace{1cm} (3.41)

where \( \Omega_{M} \) is defined as the mechanical eigenfrequency and \( \Gamma \) (rad·s\(^{-1}\)) is the damping parameter, we define the following relation as

$$ m\Omega_{M}^{2} = -\lambda^{H} \int_{S} \frac{\partial \psi(x)}{\partial x} \cdot \mathbf{n} dS \hspace{1cm} (3.42) $$

$$ \Gamma = -\eta \int_{S} \frac{\partial \psi(x)}{\partial x} \cdot \mathbf{n} dS. $$  \hspace{1cm} (3.43)

As the elements of elasticity matrix \( \lambda^{H} \) have the unit of Pa, the units of the COMSOL input viscous damping \( \eta \) are Pa·s, and that of \( \psi(x) \) is m, the derived unit for \( m\Omega_{M}^{2} \) and \( \Gamma \) from Eq. (3.43) is consistent with the defined unit for mechanical eigenfrequency and damping parameter. \( c_{\text{act}} \) can be found to be

$$ c_{\text{act}} = \frac{\varepsilon^{H} S_{\perp}}{\mu_{0}\mu_{r}}, $$  \hspace{1cm} (4.44)

where the relation \( \tilde{B}(x,\omega) = \mu_{0}\mu_{r} \tilde{H}(x,\omega) \) is used. It can be seen that the actuation constant is determined by the piezomagnetic constant, the area to which the magnetic field is perpendicular and the relative magnetic permeability.
3.4 Magnetic field

Rayleigh damping also has two input parameters: \( \alpha_M \) mass damping coefficient and stiffness damping coefficient \( \beta_K \). Their roles in the standard equation of motion are in the form of

\[
-\omega^2 \ddot{u}(x, \omega) - i(\alpha_M + \beta_K \Omega_M^2) \omega \dot{u}(x, \omega) + \Omega_M^2 \ddot{u}(x, \omega) = c_{act} \tilde{B}(x, \omega)/m
\]  

(3.45)

Loss factor damping is added as external stress with input parameter \( \eta \) as

\[
\sigma_T = \lambda^H (1 + i\eta) \varepsilon
\]  

(3.46)

Following the same procedure as in viscous damping: performing Fourier transform to Eq. (3.34) with additional damping stress and followed by an integral, the equation of motion including \( \eta \) then becomes

\[
-\omega^2 \ddot{u}(x, \omega) + k^2 \lambda^H (1 + i\eta) \dot{u}(x, \omega) + \rho \Omega_M^2 \ddot{u}(x, \omega) = ik \tilde{H}(x, \omega) e^\varepsilon.
\]  

(3.47)

As can be seen the damping term (second term on the right-hand side) is independent of \( \omega \), while for both viscous and Rayleigh damping, the damping term is linearly dependent on the velocity. In this model, viscous damping is chosen for the sake of the Lorentzian fitting function in Chapter 3.5.

In later part of the thesis, \( \Omega_M \) is the mechanical eigenfrequencies.

3.4 Magnetic field

The reference magnetic field, which serves as the signal driving the mechanical oscillation of the optomechanical magnetometer, is generated by a pair of Helmholtz coils. As shown in Fig. 3.10, the diameter of the coils is 16 times larger than the lateral size of the device in the centre to ensure that the Terfenol-D in the magnetometers feels the uniformity of the reference magnetic field both in direction and intensity. Therefore, the magnetic field can be simplified to spatial independent expression as \( \tilde{B}_0(\omega) \). A subscript 0 indicates the reference magnetic field is characterized in the air media at the location of Terfenol-D.

In COMSOL, the amplitude of the magnetic field is viewed by projection onto the three orthogonal slices. The axis of the pair Helmholtz coils in the Fig.3.1 is in z direction. A sphere filled with air is created to support the generation of the magnetic field as shown in the layout in Fig. 3.10.

A concern with the magnetic field inside the magnetostrictive material is the appearance of eddy current at high frequency driven by the reference magnetic field. When the intensity/direction of the reference magnetic field \( \tilde{B}_0(\omega) \) changes, there creates an induction current. This induction current creates a magnetic field opposing the reference magnetic field and causes most of the magnetic field to exist only between the surface and the skin depth \( \delta_{\text{skin}} \) [57] of the magnetostrictive material. A general form of skin depth is

\[
\delta_{\text{skin}} = \frac{1}{\sqrt{\pi f \mu_0 \mu_\perp \sigma_c}}
\]  

(3.48)
Fig. 3.1 A pair of Helmholtz coils for generating reference magnetic field. The intensity of the magnetic field is viewed by colormap projected on three orthogonal slices. As an example, the AC magnetic field is driven by AC current at 7.4 MHz in z direction. The micro device at the center of the intersection of the slices is around 16 times smaller than the coils’ diameter.

where $\sigma_c$ is the conductivity, $1.67 \times 10^6$ S/m for Terfenol-D and $\bar{\mu}$ uses the value from Tab. 3.1. Eq. (3.48) is plotted against driving frequency in Fig. 3.2.

Fig. 3.2 Skin depth vs. the frequency of the reference driving magnetic field.

The simulated magnetic field inside Terfenol-D using the COMSOL AC/DC module can be found in Fig. 3.4. The skin effect induced by eddy current starts to play a role when the driving frequency is larger than 1 GHz for a 10s-of-micrometer-sized Terfenol-D droplet, which is consistent with the simple model in Fig. 3.2. For these type of devices whose artistic view in shown in Fig. 3.3, the first order radial breathing mode (RBM) is around 40 MHz, and mechanical modes with eigenfrequency larger than that of the RBM show a decreasing trend of magnetomechanical coupling. Thus, in the
frequency spectrum of interests where mechanical eigenmodes boost the magnetomechanical coupling, the effect of eddy currents can be safely neglected.

**Fig. 3.3** Cross-sectional view of magnetometers following ref. [26, 27]. Here the Terfenol-D is modelled as a smooth semi-ellipsoid or an ellipsoid.

Another concern with the internal magnetic field lies in the fact that the internal magnetic field deforms the magnetostrictive material. Therefore, it is important to know the reference magnetic field polarized the internal magnetic field which is geometric dependent.

Analytical solutions can solve the relation between internal and reference magnetic field in cylindrical geometry. For derivation details of how \( H_0 \) is related to \( H \), please refer to Appendix B. The
result for two simple extreme cases: an infinite long magnetic rod with relative permeability \( \mu_r \) has the internal reference magnetic field relation of

\[
H_{\text{inf rod}} = H_0 \\
B_{\text{inf rod}} = \mu_r B_0
\]

(3.49)

(3.50)

where subscript 0 is the reference magnetic field in the air and this notation is kept throughout this thesis, while the left-hand side is the magnetic field inside the material. And in the other case of thin film with zero thickness, the relation of the reference and internal magnetic field is

\[
H_{\text{thin film}} = \frac{H_0}{\mu_r} \\
B_{\text{thin film}} = B_0.
\]

(3.51)

(3.52)

For COMSOL implementation, the magnetic field in Eq. (3.30) uses the internal magnetic field. The measurement \( \tilde{c} \) parameters summarized in Tab. 3.1 is measured in a cylinder with large axial and traversal aspect ratio [41], where the internal polarized magnetic field is the same as the reference driving magnetic field. When we apply these parameters to our geometry where the scale of the each three dimensions is almost equivalent, the internal and reference magnetic field differs. The COMSOL implementation of internal magnetic field agrees well with the analytical solution.

### 3.5 Obtaining actuation constant

Actuation constant \( c_{\text{act}} \) converts the signal magnetic field to a force, which is the key parameter in determining the minimum detectable magnetic field. The way to obtain \( c_{\text{act}} \) is to fit parameters drawn from COMSOL with modified scaler form of equation of motion from Eq. (3.41) as

\[
\frac{\max[\tilde{u}(r, \Omega)] \cdot m_{\text{eff}}}{\tilde{B}(\Omega)} \cdot \frac{c_{\text{act}}}{-\Omega^2 - i \Gamma \Omega + \Omega_M^2}
\]

(3.53)

where \( \max[\tilde{u}(r, \Omega)] \) is the maximum displacement of the whole magnetometer. Though it is a vector, for extracting \( c_{\text{act}} \) by fitting the vectorial information is not important. \( \Omega \) is adopted instead of previous \( \omega \). Maximum displacement and effective mass \( m_{\text{eff}} \) reduces the calculation for different parts of the whole magnetometer to just one point, which makes the calculation more tangible. \( m_{\text{eff}} \) quantifies the amount of mass that experiences the maximum displacement in a harmonic oscillation and is calculated through all parts of different material [58, 59]. In one mechanical eigenmode, \( m_{\text{eff}} \) has the expression of

\[
m_{\text{eff}} = \frac{\int_V \rho_i \tilde{u}(r, \Omega)^2 dV}{\max[\tilde{u}(r, \Omega)]^2} = \frac{\int_V \rho_i \psi(r)^2 dV}{\max[\psi(r)]^2}
\]

(3.54)

where \( \rho_i \) is the material density indicating different parts of the device. For devices whose artistic views are shown in Fig. 3.3, \( \rho_i \) consists of Terfenol-D, silica and silicon pedestal. On the right-hand side of Eq. (3.54), the separation \( \tilde{u}(r, \Omega) = \tilde{T}(\Omega) \psi(r) \) is assumed based on the time domain separable
displacement in Eq. (3.20). This separation making the effective mass depends only on the mechanical eigenmodes but not frequency.

All parameters on the left-hand side of Eq. (3.53) can all be drawn from COMSOL's simulation results, while the right-hand side is left for a Lorentzian fit with fitting parameters $c_{\text{act}}$, $\Gamma$, and $\Omega_M$. As $\Gamma$ is deliberately input to get rid of unrealistic infinite amplitude, it is chosen to be very small to get rid of possible mechanical interference from neighbouring eigenmodes. However, it is limited by the computer memory and COMSOL numerical tolerance. Then the question can be asked how much would $c_{\text{act}}$ change when the input damping varies. Fig. 3.7 a)-c) show the Lorentzian fits for obtaining $c_{\text{act}}$ with different input damping parameters to COMSOL. It can be found the relative difference of $c_{\text{act}}$ with over $10^4$ times variations of the input damping parameters is less than 10%. Therefore, the Lorentzian fitting method in obtaining $c_{\text{act}}$ is quite robust against manually input damping. The fitting is based on the toroidal geometry of the magnetometer similar to the art view in Fig. 3.3a). Terfenol-D is modelled as a semi-ellipsoid with transverse radius of 18.5 $\mu$m and a height of 5 $\mu$m sitting on top of the silica glass. The silica layer has a major radius of 33 $\mu$m, thickness of 2 $\mu$m and silicon under cut of 9 $\mu$m supported by a silicon pedestal. Different from Fig. 3.3a), the Terfenol-D has an offset of 6 $\mu$m from the centre. The input elasticity matrix element has the same value as shown in Tab. 3.1, while the magnetostrictive part uses 4 times larger the value of $\varepsilon_{ij}$ than those in Tab. 3.1. The mechanical mode chosen for the analysis is shown in the inset of Fig. 3.7b) with scaling factor $\gg 1$.

Fitted parameters and the corresponding input damping is summarised in Tab. 3.2.

**Table 3.2 Fitted parameters with damping for Fig. 3.7 a)-c)**

<table>
<thead>
<tr>
<th></th>
<th>a)</th>
<th>b)</th>
<th>c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>input $\eta_b$ (Pa·s)</td>
<td>$2 \times 10^{-4}$</td>
<td>$2.5 \times 10^{-3}$</td>
<td>$2.5$</td>
</tr>
<tr>
<td>input $\eta_v$ (Pa·s)</td>
<td>$1.28 \times 10^{-4}$</td>
<td>$1.6 \times 10^{-3}$</td>
<td>$1.6$</td>
</tr>
<tr>
<td>fitted $\Gamma$ (rad/s)</td>
<td>$3.2 \times 2\pi$</td>
<td>$44 \times 2\pi$</td>
<td>$4400 \times 2\pi$</td>
</tr>
<tr>
<td>fitted $c_{\text{act}}$ ($\Omega_M$) (N/T)</td>
<td>$3.9 \times 10^{-5}$</td>
<td>$4.2 \times 10^{-5}$</td>
<td>$4.2 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

In COMSOL implementation, both sides of Eq. (3.53) need to be taken as absolute values. This is due to the phase on a mechanical resonance in COMSOL cannot be written in the form of imaginary part of $[-\Omega^2 - i\Gamma\Omega + \Omega_M^2]^{-1}$ across a mechanical resonance. To extract the COMSOL phase scheme, trigonometry of displacement is used on one or several points on the magnetometers as

$$\phi(\Omega) = \arctan \frac{\Im \tilde{u}(\mathbf{r}, \Omega)}{\Re \tilde{u}(\mathbf{r}, \Omega)} = \arctan \frac{\Im \tilde{F}(\Omega)}{\Re \tilde{F}(\Omega)}$$

thanks to the decoupling nature of the displacement that the phase and spatial profile are independent. The COMSOL phase across two mechanical resonance is shown in Fig. 3.5 with a zoom-in plot at one mechanical resonance.

To duplicate the numerical phase spectrum across one mechanical resonance. Analytical solution is performed. For frequencies lower than the resonance frequency, the right-hand side of Eq. (3.53) stays as it is by choosing $c_{\text{act}} = 1$, while for frequencies higher than the resonance frequency, a $\pi$ phase shift
Fig. 3.5 Phase spectrum across mechanical resonances extracted from COMSOL. At the exact mechanical resonance frequency, the phase is either 90° or -90°. The left plot shows two mechanical resonances while the right one is zoomed into one of the resonances. Proper damping is added to prevent extreme narrow linewidth at the mechanical resonance frequencies.

is multiplied to the right-hand side as

\[
\text{amplitude} = \begin{cases} 
\frac{1}{-\Omega^2 - i\Gamma \Omega + \Omega_M^2}, & \Omega < \Omega_M \\
\exp(i\pi) & \Omega > \Omega_M.
\end{cases}
\] (3.56)

Taking the real part of Eq.(3.56) results the blue scatters in Fig. 3.6d) and taking the absolute value of that gives the orange scatters spectrum. The phase is extracted using Eq.(3.55) as shown in Fig. 3.6c). These analytical plots match the numerical results extracted from COMSOL as shown in Fig. 3.6a)-b). Therefore, taking a modulus to Eq. (3.53) is necessary when one uses COMSOL.

When performing the numerical calculation of the elastic wave equation, damping is chosen to be as small as possible not only to get rid of undesired mechanical interference from neighbouring modes, but also for a clean Lorentzian distributional fit of mechanical displacement spectra.

### 3.6 Towards obtaining the optomechanical coupling strength

The optomechanical coupling strength \( G \) (\( \text{rad}\cdot\text{s}^{-1}\cdot\text{m}^{-1} \)) quantifies the shift \( \delta\omega_0 \) of optical resonance frequency in an optical cavity by the mechanical displacement as

\[
G(\Omega_M) = \frac{\delta\omega_0(\Omega_M)}{\max[u(r,\Omega_M)]}
\] (3.57)

The dependence of cavity length change and the shift of optical resonance frequency and thus \( G \) is demonstrated via a Fabry-Pérot cavity as shown in Fig. 3.8. Take a lateral breathing mode as an example, standing wave forms when the length \( L \) of the cavity equals integer number \( a \) of the
Towards obtaining the optomechanical coupling strength

Fig. 3.6 Real and absolute value of the displacement based on COMSOLs’ phase spectrum. a) Phase spectrum extracted from COMSOL across a mechanical resonance. b) Real and absolute amplitude of the maximum displacement extracted from COMSOL. c) Analytical reproducing of the phase spectrum and d) the corresponding real and absolute displacement.

wavelength $\lambda_o$, as

$$n_o \cdot L = a \cdot \lambda_o = a \cdot \frac{2\pi c}{\omega_0}$$

(3.58)

where $n_o \cdot L$ is the optical path in the cavity counting the refractive index $n_0$ of the cavity material, $c$ is the vacuum speed of the light. The differential form of Eq. (3.58) is

$$n_o \cdot \delta L = a \cdot \frac{2\pi c \cdot \delta \omega_0}{\omega_0^2}.$$  

(3.59)

The additional introduced length could be interpreted as a result of breathing mode oscillation. Taking the quotient between Eq.(3.58) and Eq.(3.59) leads to

$$\frac{\delta L}{L} = \frac{\delta \omega_0}{\omega_0}.$$  

(3.60)

Inserting Eq.(3.60) into the expression of $G$ in Eq.(3.57) results in

$$G = \frac{\delta L \cdot \omega_0}{L \cdot \max[u(r, \Omega_M)]} = \frac{\omega_0}{L} \cdot \xi.$$  

(3.61)
Fig. 3.7 a)-c) Typical Lorentzian fits for mechanical equation of motion with increasing input damping parameters. The input damping parameter in b) is 12.5 times larger than in a), and that of in c) is 12500 times larger than in a). d)-f) Quadratic and linear $\xi(2\Omega_M)$ and $\xi(\Omega_M)$ with increasing input damping. d), e), f) has the same input damping as a), b), c), respectively. The smaller the damping, the larger the quadratic effect, while the linear rate is constant. In extremely large damping case as displayed in f), some numerical error may be responsible for the unusual $\xi$ value. The mechanical mode used in this analysis has the shape shown in the b) inset with scaling factor $\gg 1$ for the displacement.

$$
\xi \equiv \frac{\delta L}{\max[u(r, \Omega_M)]}.
$$

(3.62)
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Fig. 3.8 The relationship between cavity length change and the optical resonance frequency shift illustrated via a Fabry-Pérot resonator.

For Fabry-Pérot resonator, the maximum displacement is \( \delta L \), therefore \( \xi = 1 \) and \( G = \omega_0/L \).

COMSOL's synchronization point **left** from the resonance

left half of the blue filled dots

red filled dots

right half of the blue filled dots

COMSOLs's synchronization point **right** from the resonance

Fig. 3.9 **COMSOL synchronization mechanism within a mechanical resonance.** For frequencies lower than the resonance frequency, the maximum displacement within a period of harmonic oscillation is synchronized to the positive maximum amplitude, while for frequencies higher than the resonance frequency, the amplitudes of which are synchronized to the negative maximum amplitude. The splitting of the synchronization can be understood by the splitting of phase spectrum on resonance as shown in Fig. 3.5. The text explanation is prepared for Fig. 3.7 d)-f).

To obtain \( \xi \), the change of the optical cavity length at the mechanical eigenmodes needs to be extracted from COMSOL. In COMSOL implementation, the optical cavity is in a circular shape which locates at the outermost circumference. The change of the optical cavity length is then equal to the change of the outermost circumference. This is obtained by performing a line integral with integrand 1 along the outermost circumference. However, since it is performed in frequency domain and the change of the circumference needs to be extracted rather than the static geometrical circumference, therefore phase synchronization technique has to be implemented.

The phase synchronization technique is to synchronize the frequency domain amplitudes to the maximum or minimum point of the harmonic oscillation (the synchronization points are show as **•**).
in Fig. 3.9) across the mechanical resonance spectrum. Therefore, the expected outcome from the synchronization is a flat amplitude spectrum instead of a Lorentzian function. The implementation is performed using "moving mesh" in mathematics module of COMSOL. In COMSOL syntax, the implementation is

\[
dx = u \cdot \exp(-i \cdot \tan(\text{imag}(u)/(\text{real}(u)+1e-16))) \\
dy = v \cdot \exp(-i \cdot \tan(\text{imag}(v)/(\text{real}(v)+1e-16))) \\
dz = w \cdot \exp(-i \cdot \tan(\text{imag}(w)/(\text{real}(w)+1e-16)))
\] (3.63)

where \(dx, dy, dz\) and \(u, v, w\) are the displacement after and before synchronization in \(x, y, z\) directions. \(1e-16\) in the bracket is an example of adding a small value to eliminate the error of dividing by 0. The circumference obtained from the synchronization of Eq. (3.63) is labelled as \(L(0)\). To get a circumference having the phase shift of \(\pi\) a multiplication of \(\exp(i\pi)\) to each terms in Eq. (3.63) is needed. The difference of the two circumferences \(L(0)\) and \(L(\pi)\) results the circumference change at the mechanical frequency. The resulting \(\xi\) spectrum is shown in the red dot in Fig. 3.7d)-e) with variations of input damping. The results shows \(\xi\) is constant across a mechanical resonance and stays the same for a small variations of input damping with a factor of 12.5 difference. For extremely large damping as shown in Fig. 3.7f), the numerical error is easy to be spotted as \(\xi\) is no longer flat.

Out of curiosity, I performed quadratic \(\xi(2\Omega_M)\) spectrum as shown in blue dots Fig. 3.7d)-f) by calculating \(L(0) - L(\pi/2)\) and \(L(\pi) - L(\pi/2)\). Two traces are present due to the asymmetry during the oscillation to the maximum and minimum amplitude. Think of a disk (Fig. 3.3) flapping up and down, the disk bending upwards and downwards encounters different boundary conditions (up-Terfenol-D, down-pedestal). Hollow and filled blue dots represent the COMSOL phase splitting scheme which is analytically described by Eq.(3.56). \(\xi(2\Omega_M)\) is not spectrally flat which is interesting. For high mechanical quality factor, \(3 \times 10^6\) in the numerical simulation in Fig. 3.7d), the quadratic optomechanical coupling is stronger than the linear coupling. Further studies could be conducted on the quadratic numerical optomechanical coupling combined with experimental observations [60, 61].

3.7 Magnetomechanical coupling

To investigate the mechanical response as a function of the direction of the exciting magnetic field termed as magnetomechanical coupling, the pair of Helmholtz coils used to generate the reference external magnetic field is modelled as having the ability to rotate freely, as shown in Fig. 3.10. Here, the magnetomechanical coupling is demonstrated via a model of Terfenol-D ellipsoid with non-isotropic material nature. Non-isotropy is presented in the elements in elasticity matrix \(\overline{\lambda}\). Unlike isotropy material where \(\overline{\lambda}\) is defined by a single-valued Young’s modulus \(E\) and a single-valued Poisson’s ratio \(\nu\), the number of irreducible \(\overline{\lambda}\) elements depends on how asymmetric the material is. Terfenol-D is regarded as transversely isotropic, and thus a little bit complicated than isotropy. The magnetomechanical coupling is performed on transverse isotropic Terfenol-D, and the mechanical eigenmode shape and eigenfrequency are further studied in isotropic consideration of Terfenol-D for comparison.

The Terfenol-D ellipsoid has a radius of 13.4 \(\mu\)m and a height of 14 \(\mu\)m. The transverse isotropic \(\overline{\lambda}\) matrix elements are taken from Tab. 3.1. Mechanical eigenmode is performed based on the \(\overline{\lambda}\) input,
Fig. 3.10 COMSOL layout of a pair of Helmholtz coils which can rotate freely. Examples show the ability of coils to produce magnetic field in $y$, $y-z$ and $z$ directions. The outermost spheres is created to be filled with air to support the generation of magnetic field in COMSOL. The centre spots are the devices under test.

Two types of eigenmodes are selected as shown in Fig. 3.11: radial breathing mode (RBM) where most of the mechanical motion takes place in radial direction for a thin disk and due to Poisson’s ratio the maximum displacement has both axial and radial components as shown in Fig. 3.11(b); and Rugby-ball mode where the axial motion swaps orthogonally indicated as dotted line in Fig. 3.11(a).

The evaluation parameter of the magnetomechanical coupling is the maximum displacement for simplicity. A complete analysis should be calculating $c_{act}$ as detailed in Chapter 3.5. The tilted rugby-ball mode and RBM are investigated under the excitation of magnetic field in the direction of $y$, $y-z$ and $z$ axes. The results are summarised in Tab. 3.3.

**Table 3.3 Magnetomechanical coupling.** Maximum displacement amplitude as response to the variation of reference external magnetic field direction for transversely isotropic modelling of Terfenol-D.

<table>
<thead>
<tr>
<th>coil axial direction</th>
<th>tilted rugby-ball mode at 25.33 MHz</th>
<th>RBM at 29.20 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\max</td>
<td>\bar{u}(r,\Omega)</td>
</tr>
<tr>
<td>$y$</td>
<td>8.6</td>
<td>$1.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>$y-z$</td>
<td>4.8</td>
<td>$7.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>$z$</td>
<td>$3.1 \times 10^{-4}$</td>
<td>$1.1 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

For the tilted rugby-ball mode, there is a four orders of magnitude increase in the maximum displacement when there is $y$ component of the magnetic field, indicating that an in-plane magnetic field induced stress profile has the similar mode shape as the tilted rugby-ball mode. However, the $z$ direction drive leads to bad magnetomechanical coupling, this is because $z$ direction drive introduces RBM-like stress shape profile having poor mode overlap with the rugby-ball mode. In the case of RBM
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Fig. 3.11 Spatial shapes of the mechanical RBMs and rugby-ball modes. a) Rugby-ball modes and b) a radial breathing mode from the Terfenol-D modelled as transversely isotropic material. c) A RBM and d) rugby-ball modes modelled as isotropic material with Young’s Modulus of 30 GPa, density of 9250 kg/m³ and Poisson’s ratio of 0.25. A material with isotropic modelling exhibits more degenerated modes for the rugby-ball mode. The black dotted lines indicate mode shape oscillations at mechanical eigenmodes. From left to right the frequency of the mechanical eigenmodes increases.

there is also a four orders of magnitude difference in axially driving and in-plane driving showing a good mode overlap between the driven stress induced RBM-like spatial profile and the mechanical eigen RBM. As well as a poor mode overlap between the in-plane drive induced stress shape and mechanical internal RBM. Note the relative displacement between the rugby-ball mode and RBM is incomparable due to the difference in input damping here.

Though this rough evaluation of magnetomechanical coupling acts on transversely isotropic modelling of Terfenol-D, it can be seen from Fig. 3.11c)-d) that the 1st order RBM and tilted rugby-ball mode indeed exist in isotropic modelling of Terfenol-D where instead of input $6 \times 6$ matrix elements (with 12 non-zero) only $E$ and $\nu$ is used. The obvious difference lies in the shift of their eigenfrequencies. And for isotropic material, the number of degenerated modes for rugby-ball modes are more than that of in transversely isotropic material, which is reasonable as the axial difference in material crystalline structure lifts the degeneracy for transverse isotropic materials.

The magnetomechanical coupling response is highly sensitive to the direction of the magnetic field as demonstrated with RBM and rugby-ball mode, indicating a possible extension of optomechanical field magnetometer into vectorial magnetometers. The difference of mechanical eigenmode shape between transverse isotropic and isotropic material is relative small for RBM and rugby-ball modes.
However, the eigenfrequency shifts largely. The eigenfrequency of isotropic materials can be analytically solved for thin disk [62, 63] and ellipsoid [33], for traverse isotropic material analytical solution does not necessarily exist [64].
Chapter 4

Numerical Prediction of Bandwidth and Sensitivity

The mechanical properties derived from the numerical simulation in Chapter 3 combined with the optomechanical analysis for homodyne detection scheme in Chapter 2 are applied to previous experimental devices [26, 27, 32] showing that the predicted sensitivity is still one order of magnitude better than the experiments have achieved. This analysis is further applied to study the effect of bending and the size of the magnetostrictive material on sensitivity and optomechanical coupling rate, as well as whether the bandwidth can be improved as a result of laser detuning and increased optical power for different geometries.

4.1 Single mechanical mode analysis

For a single isolated mechanical eigenmode without interference from other eigenmodes, the minimum detectable magnetic field in the presence of thermal Brownian noise, imprecision noise and back-action noise in homodyne detection scheme is given by Eq. (2.63) with the mechanical susceptibility in Eq. (2.19) and the effective cooperativity expressed in Eq. (2.13). In this section I use these equations to determine the idealized single-mode performance of the optomechanical magnetometer assuming the overall detection efficiency $\eta = 1$, which leads to the input laser power being smaller than real situations when loss is considered.

The first edition magnetometer developed in our laboratory [26] is a standard toroid resonator with a silica major radius of 33 $\mu$m, torus radius of 3 $\mu$m, thickness of 2 $\mu$m and silicon undercut of 9 $\mu$m, and with an empirical optical quality factor of $2 \times 10^7$ after a CO$_2$ laser reflow process. The Terfenol-D blob sitting on top of the silica is modelled as a semi-sphere with a transverse radius of 18.5 $\mu$m and a height of 15 $\mu$m. The mechanical quality factor is assumed to be 200 for all modes which is a simplification compared to experimental observations, but is broadly in line with the experimentally observed quality factors. A cross-sectional art view is shown in Fig. 4.1c) for Terfenol-D in the centre and being displaced.

Mechanical properties including eigenfrequency $\Omega_M$, actuation constant $c_{act}$, the ratio of circumference change to maximum displacement $\xi$ and effective mass $m_{eff}$ are extracted from COMSOL where the magnetometer is driven by an external reference magnetic field $B_{ref}$ with a direction in
Fig. 4.1 Single mechanical mode analysis for a) the sensitivity and b) the vacuum optomechanical coupling rate in the presence of Terfenol-D position offset. c) An illustration of the 1st generation optomechanical magnetometer with the evolution of Terfenol-Ds’ position. d) Actuation constant and noise contributions from e) thermal bath, f) back-action and g) measurement imprecision for the degeneracy-lifted two 2nd order crown modes. Inset between a) and b) is the spatial profile induced by the reference magnetic field.

plane. With the input of laser power, detuning from the optical cavity and wavelength, we can arrive at the quantitative contribution from each noise source, and thus the noise limited sensitivity of the magnetometer can be derived.

Start with centred Terfenol-D, without loss of generality, a pair of frequency-degenerated 2nd order crown modes are chosen because they have been experimentally observed quite often [65, 66]. The mechanical mode shape shown in Fig. 4.1a) upper inset is called mode 1, and in Fig. 4.1b) lower inset is called mode 2. The scaling factor of the eigenmodes are $\gg 1$ demonstrating only the relative displacement amplitude in the device matters. The difference between the two modes lies in the torus displacement amplitude at the location highlighted by a blue and orange rectangular. The usage of the color in the plots of Fig. 4.1 is associated with the mechanical mode: mode 1 for blue and mode 2 for orange. The effective motional mass is $m_{\text{eff}} = 3.9 \text{ pg}$ with eigenfrequency at 10.1 MHz and $\xi < 10^{-3}$, $c_{\text{act}} \sim 10^{-6} \text{ (N/T)}$ for the magnetometer with centred Terfenol-D. This $\xi$ is $10^4$ smaller than that of the thin disk radial breathing mode which is $4\pi$, showing the hardness of the optical detection of the mechanical motion of the 2nd order crown mode. The numerical accuracy affected by the mesh is characterized using a thin isotropic disk where no less than 10 mesh points are distributed along the radius, a half cycle $\xi (2\Omega)$ parameter is used for characterization with the numerical value of 6.194. Compared with analytical value of $2\pi$, mesh induced inaccuracy is as low as a relative 1.4%, thus this fineness of the mesh is kept.

The parameters of the coherent input laser is chosen to be: a wavelength of 980 nm, a power of $2 \mu\text{W}$, and the laser frequency is locked on one resonance of the optical cavity. The power spectral density of the noise force can then be calculated via Eq. (2.63), so that the dominant noise source can be derived. The thermal noise force spectral density of $2 \cdot 10^{-26} \text{ rad-s-N}^2$ (Fig. 4.1e)) is more than 5 orders of magnitude smaller than the back-action noise (Fig. 4.1f)) around $10 \cdot 10^{-38} \text{ rad-s-N}^2$ for mode
1 (2 \cdot 10^{-31} \text{ rad} \cdot \text{s} \cdot \text{N}^2 \text{ for mode 2}), and more than 1 order of magnitude smaller than the measurement imprecision noise (Fig. 4.1g)) around 1 \cdot 10^{-27} \text{ rad} \cdot \text{s} \cdot \text{N}^2 \text{ for mode 1 (1} \cdot 10^{-28} \text{ rad} \cdot \text{s} \cdot \text{N}^2 \text{ for mode 2)}, showing a thermal noise dominated nature of this optomechanical magnetometers system. Though vacuum optomechanical coupling rate \( g_0 \) (Eq. (2.8)) is independent on the input laser power, it relies on the laser wavelength and geometry of the device, and it is replacing \( \xi \) in the following as \( g_0 \) is one of the key parameters in the optomechanical community quantifying how well the mechanical motion can be optically read out. An exampled conversion between optomechanical coupling strength and \( \xi \) parameter for the 2nd crown modes is \( g_0/2\pi = 8.5 \cdot 10^3 \text{ Hz for } \xi = 4\pi \text{ for the 1st generation optomechanical magnetometer’s geometry.} \)

The thermal noise limited sensitivity for the two 2nd crown modes are around microtesla, which can be viewed from Fig. 4.1a).

As Terfenol-D is moved away from the centre, mode 1 experiences a monotonous increase in sensitivity while an overall increasing trend is visible for the mode 2 as shown in Fig. 4.1a). The evolution of the offset of the Terfenol-D is depicted in Fig. 4.1c). Fig. 4.1b) shows more than 2 orders of magnitude enhancement in \( g_0 \) with only a few micrometre Terfenol-Ds’ offset. The improvement in sensitivity and optomechanical coupling rate is likely due to the bending effect taking place at the edge of the pedestal. Similar to the bimetallic bending effect, Terfenol-D with offset gives additional strain to silica during the downwards flipping thus increasing the flipping amplitude and consequently sensitivity. While the Terfenol-D helps increase silica amplitude when flipping downwards, it obstructs silica to flip upwards, thus creating a large circumference difference between flipping upwards and downwards and consequently increasing \( g_0 \). Mode 1 has better optomechanical coupling than mode 2, which depends on the position of the Terfenol-D as well as the direction of the external magnetic field. The reference-magnetic-field-induced mode profile can be viewed in Fig. 4.1a)-b) inset. It has a maximum displacement towards the direction of \( B_{\text{ref}} \) creating a single direction height slope along \( B_{\text{ref}} \). And crown mode 1 with Terfenol-D offset (see in Fig. 4.1a) lower inset) where the neighbouring quarters of torus having opposite flipping directions also have a height slope along the direction of \( B_{\text{ref}} \), while in \( B_{\text{ref}} \) direction mode 2 has quarter toruses both flipping in the same direction (see in Fig. 4.1b) upper inset) having no height slope across the device. On the other hand, mode 2 has better \( g_0 \) because the Terfenol-D (highlighted with white dot line on the shape of the mechanical eigenmodes in Fig. 4.1a)-b) inset) is moving towards the torus amplitude anti-node where the highlighted rectangle is. Thus, the Terfenol-D enhances the the amplitude of the displacement of the quarter torus nearby more efficiently than in mode 1 where the Terfenol-D is moving towards the node of the displacement amplitude of the torus when the torus flips downwards, and the Terfenol-D suppresses the torus motion more efficiently when the tours flips upwards in mode 2 than in mode 1, thus creating larger circumference change and larger \( g_0 \) in crown mode 2 than in mode 1.

The numerical results predict that sub-nano \( \text{T}/\sqrt{\text{Hz}} \text{ sensitivity is possible with optimal offset, which is 3 orders of magnitude better than experimental result [26]. The experimental results are likely to be degraded not only due to a lack of Terfenol-D offset, but also by the glue associated with the Terfenol-D deposition, which reduces the expansion of the silica disk.} \)

Linear optomechanical coupling depending on \( g_0 \) should be 0 for perfect symmetrical crown modes of the toroidal/disk structure as there is no change of circumference in one harmonic oscillation. However, thermal noise of crown mode is observed with very high signal-to-noise ratio (SNR) [66, 65], the uniformity of mass and geometrical symmetry broken by defects [67] could be one
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explanation. Fig. 4.1b) offers a numerical proof of the fact that symmetry break of the devices enhances optomechanical coupling. Quadratic optomechanical coupling of a lower frequency mode could be an alternative explanation of resolvable thermal noise spectrum for crown modes. However, it is very hard to distinguish between the contributions from the quadratic optomechanical coupling of a lower order crown mode at half the eigenfrequency and the linear optoemehanical coupling thanks to the defects. For instance, the 2nd order and 3rd order crown modes in ref.[66] are of half the frequency from one to the other.

The single mechanical mode analysis is then applied to a thin disk structure with 1-µm-sputter-coated-Terfenol-D film on top of a 400-nm-thick silica disk. Magnetometers with sputter coated Terfenol-D have the advantage of high repeatability ready for characterization of elasticity matrix elements and piezomagnetic constants under experimental environment for accurate modelling prediction and for further improvement. The silica disk has a radius of 30 µm and the pedestal has a top facet of 15 µm in radius which serves as a vertical guideline in Fig. 4.2 for comparison with the size of Terfenol-D. The optical quality factor is set to be $1 \times 10^6$, and 12.8 µW of input laser at 1550 nm is sent to the homodyne detection with zero detuning. The effective mass, $m_{eff}$, extracted from numerical simulation various from 1 pg to 3.8 pg with the expansion of Terfenol-D size of the radial breathing mode.

Fig. 4.2 shows the relation of sensitivity and Terfenol-Ds’ size for the 1st order RBM. The external reference magnetic field sweeps in the axial direction to create a stress-induced-profile having a large mode overlap with RBM, thus boosting the amplitude of radial displacement. The part of Terfenol-D (highlighted with white dotted line in mechanical eigenmode simulation) inside the top pedestal facet is motionless, while the rim outside the top pedestal facet of the Terfenol-D has the mechanical motion hybridized with the silica disk mode. The sensitivity scales with the motional part of the Terfenol-D in addition to the magnetomechanical coupling. Sub-hundred pT/√Hz sensitivity is predicted when the diameter of the Terfenol-D disk covers more than 2/3 of the silica disk. A powers fit $(y(x)=a \cdot x^b$ with
focusing results of $a=2 \times 10^{-8}$ and $b=-1.7$) is exploited to the data with Terfenol-D radius larger than the pedestal, indicating that a 300-µm-radius of Terfenol-D would lead to 1 pT/√Hz sensitivity. To get better sensitivity, the size of the Terfenol-D has to be larger than the pedestal so as to have large portion of motional Terfenol-D, which could be realised by increasing the silicon pedestal undercut and the size of Terfenol-D.

### 4.2 Multiple mechanical modes analysis

Depending on the relative $g_0(\Omega_M)$ among multiple mechanical eigenmodes, the thermal Brownian motion of some of the mechanical modes with small optomechanical coupling would be buried under that of other mechanical modes in a broad spectrum. That is to say even if one mechanical mode has high coupling to the force from the magnetostrictive material, it might still be unresolvable due to the large thermal mechanical noise of nearby mechanical modes imprinted on the optical field. Fortunately, in experiments those high actuation mechanical modes are still resolvable thanks to the defects and asymmetry discussed in Chapter 4.1. To gain the knowledge of optomechanical coupling strength in a broad spectrum consisting of multiple mechanical eigenmodes, the thermal noise spectral density of the light phase quadrature (Eq. (2.36)), the network response (Eq. (2.60)) and the minimum detectable magnetic field (Eq. (2.61)) is calculated accordingly. The calculation is based on accurate extraction of mechanical properties from COMSOL, combined with input laser parameters. Only optical and mechanical quality factors are empirically determined. The network response is the sensor response spectrum to the magnetic field including mechanical interference among eigenmodes induced by coherent magnetic force driving.

Fig. 4.3a) shows the thermal noise spectral density when the input 980 nm laser is locked on the optical cavity resonance with 2 µW of power for a 1st generation magnetometer. Shot noise from a coherent laser is 1/2 uniformly across all frequencies, because the optical field having high frequency is assumed in a vacuum state and normalised to zero point motion [49]. Mechanical eigenmodes for the first five low frequency modes are simulated in the inset (scaling factor $\gg 1$) with the Terfenol-Ds centre position offset. Without offset, the mechanical modes with frequency from low to high is shown in Fig. 4.3f). Fig. 4.3b) ensures that the silica RBM having a high optomechanical coupling rate $g_0$ hybridized with the Terfenol-D motion does not cover the thermal motion of the first five modes. As there seems to be existing of infinity number of mechanical eigenmodes for a given geometry and the number of eigenmodes being analysed is limited, it is important to include high $g_0$ mode even if it’s not within the region of interest to make sure the thermal noise peak of the modes of interest can be resolved. The network response is obtained with the external reference magnetic field sweeping in plane. Black triangles in the sensitivity spectrum are calculated for individual modes (Eq. (2.63)) neglecting the back-action noise, while the blue continuous line presents the sensitivity as a result of interference in the signal between different mechanical modes. Fig. 4.3c) shows comparison of cooperativity $C$ (Eq. (2.12)) which is the approximation with bad cavity limit and effective cooperative $|C_{\text{eff}}|$ (Eq. (2.11)) for each individual eigenfrequency, showing a bad cavity limit is not very accurate here, therefore $C_{\text{eff}}$ is used. The vacuum optomechanical coupling rate of several hundred on average for the first five mode is comparable to the radial breathing mode thanks to the enhancement for the Terfenol-Ds offset (Fig. 4.3d)). The predicted sensitivity is $100$ pT/√Hz at 12 MHz among the
Fig. 4.3 **Sensitivity spectrum prediction for the 1st generation magnetometers.** a) Top: thermal noise spectral density $S_{\Omega\Omega}(\Omega)$ (blue) is the sum of individual thermal noise peaks (grey) and the normalized (to optical zero-point motion) laser shot noise (red). Middle: network response $N_{\Omega\Omega}^{BB}$ records the magnetomechanical coupling under in-plane reference magnetic field driving. Bottom: black triangle is the sensitivity for individual mechanical modes. b) Thermal noise spectral density shows the first five mechanical modes are not buried under the silica RBM at 42.7 MHz. c) Actuation constant, d) vacuum optomechanical coupling rate, e) cooperativity and effective cooperativity of each individual mechanical eigenmodes. f) Mechanical eigenmodes without Terfenol-D offset from left to right corresponding to eigenfrequencies from low to high.

first five modes, which is consistent with its highest actuation constant $c_{act}$ as shown in Fig. 4.3c). Mechanical eigenmodes with high SNR of thermal Brownian motion and high $c_{act}$ lead to resolvable high sensitivity.

Mechanical modes upto 45 MHz are selectively analysed in three windows (in the inset of Fig. 4.4a) displays thermal noise around $\sim7$ MHz, $\sim26$ MHz and $\sim43$ MHz) of interest with external reference magnetic field sweeping in plane, the same condition in experiments [27, 32] of the 2nd edition magnetometers, the artistic view of which is shown in Fig. 3.3b) and the geometry of which is labelled in Fig. 3.4. High order mechanical modes (eigenfrequency $>1$st silica RBM) are difficult to drive, leading to relative poor sensitivities. Though these modes have small thermal noise, it it unlikely for them to have large $g_0$ to stand out among other thermal noise peaks. Therefore, they are not here for consideration in this numerical simulations.
4.2 Multiple mechanical modes analysis

Fig. 4.4 Thermal noise spectral density, network response and sensitivity for the 2nd generation magnetometers driven by an in-plane a)-d) and axial e)-h) reference magnetic field with cooperativity, vacuum optomechanical coupling rate and actuation constant on mechanical resonances of interest. An art view of the cross section is shown in e) inset for the 2nd generation magnetometers [27].

From mechanical property analysis, the effective mass $m_{\text{eff}}$ is obtained as 13.4 pg, 10.4 pg, 39 pg, 25 pg and 18 pg for the resolved thermal noise peak at 4.8 MHz, 26 MHz, 27 MHz, 43.2 MHz and 43.4 MHz. The larger the Terfenol-D motional part is, the heavier the effective mass would be, which is consistent with the material density that $\rho_{\text{Terfenol-D}}$ ($9250 \text{ kg} \cdot \text{m}^{-3}$) > $3\rho_{\text{silica}}$ ($2203 \text{ kg} \cdot \text{m}^{-3}$). If the Terfenol-Ds’ eigenmode motion could be coupled well to the driven induced spatial profile, then that eigenmode would leads to high sensitivity.

The coherent input laser has parameters: 5 $\mu$W input power, 1550 nm wavelength and on-resonance homodyne detection scheme. Analysis shows that though a single mechanical mode (dominated by Terfenol-D motion) at $\Omega_{M}/2\pi=23$ MHz having large $c_{\|}^{\text{act}}=0.058 \text{ N/T}$ reaches 5.6 $\text{pT/} \sqrt{\text{Hz}}$ thermal noise limited sensitivity, this particular mode with heaviest $m_{\text{eff}}=57$ pg indicating a largest portion of motional Terfenol-D has very weak optomechanical coupling when the device is modelled uniformly and transverse-symmetrically (see Fig. 4.4a inset for (scaling factor $\gg 1$) numerical mechanical eigenmode). Note this Terfenol-D mode is termed as tilted rugby-ball in Chapter 3.7.
Mechanical modes having radial breathing motion components stand out in the thermal noise spectrum shown in Fig. 4.4a) inset, for their large vacuum single photon optomechanical coupling rate $g_0$ as shown in Fig. 4.4b), e) on the order of 100-1000 Hz. Without modelling the influence of defects in increasing the optomechanical coupling, we focus on RBMs driven with reference magnetic field in the axial direction. Stress induced spatial profile exhibits RBM-like motion under axial magnetic field driving due to Poisson’s ratio in elastic materials, having a good spatial mode overlap with the mechanical radial breathing eigenmodes to boost radial displacement amplitude thus achieving large $c_{\text{act}}(\Omega_M)$. Thermal noise spectral density, signal response and minimum detectable magnetic field plots with axial reference magnetic field driving are shown in Fig. 4.4d). Among the 5 high $g_0$ mechanical modes, the Terfenol-D RBM at $\Omega_M/2\pi = 27$ MHz reaches a sensitivity of 5 pT/$\sqrt{\text{Hz}}$ (see Fig. 4.5 for the zoom-in sensitivity of the same mechanical mode) where single (in black triangle using Eq. (2.63)) and multiple (in blue line using Eq. (2.61)) mode analysis overlaps. The corresponding $c_{\text{act}}(\Omega_M/2\pi=27 \text{ MHz})=0.064 \text{ N/T}$ for axial reference magnetic field sweep, while the same mode has a $c_{\text{act}}(\Omega_M/2\pi=27 \text{ MHz})=2 \times 10^{-5} \text{ N/T}$ for in-plane sweep, showing a substantial difference of good and bad magnetomechanical coupling. A hybridized Terfenol-D RBM (large $c_{\text{act}}$) with silica RBM (large $g_0$ for being resolved) is an idea case, which needs carefully matching the sound propagation time in different part of the materials in the magnetometer for future design.

Several interesting parameters of each individual modes are shown in Fig. 4.4b)-d),f)-h). Note that thermal noise spectral density, $g_0$ and $C_{\text{eff}}$ are independent on the reference magnetic field driving direction, while $c_{\text{act}}$ strongly relies on the driven direction dependent mode overlap.

The discrepancy between numerical simulation and experimental results [27, 32] of the eigenfrequency of the most sensitive mechanical mode driven with in-plane magnetic field signal mainly lies in the value of input elasticity matrix elements, which share matrix relation with Young’s Modulus, Poisson’s ratio and piezomagnetic constants, rely strongly on operation conditions including initial mechanical prestress, DC bias magnetic field, external load, temperature, and external driving magnetic field [68, 69]. With high repeatable sputter coating method and elasticity measurement technique under experimental condition rather than use literature parameters, the eigenfrequency mismatch would be solved.

### 4.3 The effects of laser detuning and power on bandwidth

The mechanical mode at $\Omega_M/2\pi=27$ MHz is further chosen for analysis of the influence of bandwidth as a result of laser power variation and detuning ($\Delta = \omega_0 - \omega_L$). Bandwidth is defined as a 3 dB decay of the minimum detectable magnetic field from the mechanical resonance. Laser detuning would change the mechanical damping as well as mechanical resonance frequencies (refer to Eq.(2.19)) physically due to a delay (caused by finite $\kappa$) for the photon to meet the new boundary condition created by the oscillation mechanics termed as dynamical back-action [50, 49]. Input laser power is controlled below 20 $\mu$W for blue detuning when $\Delta = -\kappa$ as further cranking the laser power would cause instability ($\Gamma < 0$). Both red $\Delta = \kappa$ and blue detuning has the same effect on bandwidth and sensitivity as shown in Fig. 4.5. The bandwidth saturates with the increasing laser power due to the presence of the neighbouring thermal noise (peak at $\Omega_M/2\pi = 26$ MHz and 43 MHz in Fig. 4.4a)). For linear oscillators, sensitivity doesn’t benefit from cooling or heating with increasing laser power.
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Fig. 4.5 The effect of laser detuning from optical cavity and power on bandwidth and sensitivity

Dots with blue edges represent for cooling with the red detuned factor $\Delta = \kappa$, while red edges of those are for heating effect when the laser is blue detuned $\Delta = -\kappa$. Input laser power larger than $20 \mu W$ would cause instability due to heating effects. Locking the laser on optical resonance frequency with the input power 5 times smaller than in the detuning $\Delta = \pm \kappa$ cases results the same bandwidth increasing trend as shown in the inset.

as the action of feedback, equivalent to filtering, prevents the enhancement in sensitivity [70], with which our sensitivity plot as a function of laser power agrees. Lock the laser on optical resonance frequency and set the power to be 5 times smaller than in the case when the detuning factor is set to be $\Delta = \pm \kappa$ ensures the same amount of intra-cavity photon numbers (Eq. (2.13)). This in turn results the same bandwidth increasing trend as shown in the inset of Fig. 4.5. This result demonstrates that the increase of bandwidth relies on the input laser power which can be implemented both in detuned and on resonance manner.

A few MHz bandwidth is reachable within one single mechanical mode, which is quite impressive for micro optical magnetometers of $pT/\sqrt{Hz}$ sensitivity operated at room temperature. Large bandwidth enables faster readout of NMR signals of different materials with the frequency separation of their fingerprints. If the Lamor frequency is polarized to the best sensitivity region of our magnetometer $\sim 20$ MHz and with MHz bandwidth, the chemical contrast NMR signal of $^{19}$F and $^1$H in ref. [71] can be read out simultaneously rather than using multiple microwave pulse sequences to map the signals as the operational scheme from nitrogen-vacancy centres based magnetometers.
Chapter 5

Conclusion and Outlook

5.1 Conclusion

To summarize, by implementing the linear constitutional stress-magnetic field relation of magnetostrictive materials as external stress into the elastic wave equation, together with magnetic fields with changeable directions, as modelled by a pair of Helmholtz coils in COMSOL, sensitivity for magnetometers with geometries both experimentally demonstrated and not-yet fabricated have been predicted. The sensitivity from the modelling is within one order of magnitude better than the experimental result [32], showing the potential for improvement. With the help of highly repeatable sputter coated fabrication of Terfenol-D as well as measurements of the elasticity matrix elements and piezomagnetic constants, we expect the method developed here to accurate predict both in terms of the sensitivity and frequency response of optomechanical magnetometers.

Possible ways to improve the sensitivity of optomechanical magnetometers are to increase the size of the Terfenol-D and to use the bending effect which arises from a magnetic equivalent of the bimetallic strip effect. The bandwidth can be broadened by increasing the laser power on resonance and using the optomechanical dynamic back-action which arises from detuning the laser from cavity resonance.

5.2 Outlook

The method developed here is applicable to other geometries of magnetostrictive material based optomechanical magnetometers, and can be extended to include quantum noise analysis for quantum enhanced optomechanical sensors [14].

A full characterization of the response of magnetomechanical coupling to the variation of reference magnetic fields direction may allow vectorial optomechanical magnetometry, as complementary to the vectorical optomechanical force sensors [72, 73]. In ref. [73] the vectorial force sensor is realized by using two orthogonal quasi-frequency-degenerate mechanical modes in a one-dimensional nanowire. The direction of the force signal alters the ratio of the thermal noise peaks and the eigenfrequency of the two nearly degenerated mechanical modes. A full characterization of the variations of the force vector in two dimensions gives a thermal noise peak ratio map, which could serve as a reference for force signals to be measured. In our case, the magnetomechanical coupling changes the height
of the signal peak under driving. We could use two or more mechanical eigenmodes as references, and fully characterize how their peak changes under a reference magnetic field as a function of field direction. In this way, a $4\pi$ solid angle might be achievable due to the combinational response at multiple eigenfrequencies.

Optimizations of the Terfenol-D annealing process may lead to sensitivity below 500 fT/$\sqrt{\text{Hz}}$, given the axial piezomagnetic constant used (10.4 nm/A) is still 30 times smaller than in ref. [54] (6.3 nm/A-310 nm/A). To test the nonlinear stress-magnetic field behaviour of optomechanical field magnetometer where Terfenol-D is operated near saturated strain $\varepsilon_{\text{max}}$, numerical methods such as ref. [48] can be implemented with optomechanical analysis. Micro-optomechanical field magnetometers with pT/$\sqrt{\text{Hz}}$ sensitivity can be applied to detect signals from micrometre neurons similar to recent results with nitrogen-vacancy centres based magnetometers [23] and atomic magnetometer [74], but with benefits of a simpler and energy-saving scheme, as well as a large bandwidth capacity.
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Appendix A: Input parameters and variables to COMSOL

Table 1 Input global parameters to COMSOL

<table>
<thead>
<tr>
<th>Name</th>
<th>Value [unit]</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I0</td>
<td>1.25e-3[A]</td>
<td>Coil current</td>
</tr>
<tr>
<td>theta0</td>
<td>0[deg]</td>
<td>Coil direction</td>
</tr>
<tr>
<td>ch11</td>
<td>10.7e10[Pa]</td>
<td>Elasticity matrix element 11</td>
</tr>
<tr>
<td>ch12</td>
<td>7.48e10[Pa]</td>
<td>12</td>
</tr>
<tr>
<td>ch13</td>
<td>8.21e10[Pa]</td>
<td>13</td>
</tr>
<tr>
<td>ch33</td>
<td>9.81e10[Pa]</td>
<td>33</td>
</tr>
<tr>
<td>ch44</td>
<td>0.6e10[Pa]</td>
<td>44</td>
</tr>
<tr>
<td>ch66</td>
<td>1.61e10[Pa]</td>
<td>66</td>
</tr>
<tr>
<td>e31</td>
<td>-0.9e2[Pa*m/A]</td>
<td>magnetostrictive coefficient 31</td>
</tr>
<tr>
<td>e33</td>
<td>1.66e2[T]</td>
<td>33</td>
</tr>
<tr>
<td>e15</td>
<td>1.68e2[T]</td>
<td>15</td>
</tr>
<tr>
<td>mu0</td>
<td>4*pi e-7 [N/A^2]</td>
<td>vacuum permeability</td>
</tr>
<tr>
<td>muT11</td>
<td>6.9*mu0 [N/A^2]</td>
<td>relative permeability matrix element 11</td>
</tr>
<tr>
<td>muT33</td>
<td>4.4*mu0 [N/A^2]</td>
<td>33</td>
</tr>
<tr>
<td>f</td>
<td>0[Hz]</td>
<td>sweeping frequency</td>
</tr>
</tbody>
</table>

Table 2 Input variables to COMSOL

<table>
<thead>
<tr>
<th>Name</th>
<th>Expression [Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>sigma4</td>
<td>e15<em>mf.Hy+mf.Hy</em>mf.Bz</td>
</tr>
<tr>
<td>sigma5</td>
<td>e15<em>mf.Hx+mf.Hx</em>mf.Bz</td>
</tr>
<tr>
<td>sigma6</td>
<td>mf.Hx*mf.By</td>
</tr>
</tbody>
</table>
Appendix B: Magnetic Field Inside Magnets

The magnetic current and dipole models for insight into the magnetic field inside ferromagnet is based on textbook [75].

Fig. 1 Magnetic field inside a magnet rod using textbook toy models of magnetic current and magnetic dipole. After applying an external magnetic field $B_0$ from a current flowing solenoid, (a) the aligned magnetic current ensemble shows a total effect equivalent to circular current around the edge (a thin line in the middle) in the magnetic current model. (b) In the magnetic dipole model, the total effect of applying $B_0$ is equal to creating negative and positive magnetic charges on the left and right side surfaces of the magnet.

Magnetic current point of view

From magnetic current point of view, the total magnetic field strength $B$ inside the cylindrical magnetic rod as shown in Fig. 1a) is

$$B = B_0 + B'$$  \hspace{1cm} (1)$$

where $B_0$ is the external magnetic field strength and $B'$ is the additional magnetic field strength resulting from the alignment of the magnetic currents. This alignment cancels the current loops inside the magnet leaving only the current flowing around the edges of the cylinder displayed as a thin line in the middle of the cylinder in Fig. 1a). Defining magnetization vector $\mathbf{M}$ as $\mathbf{M} = n\mathbf{a}$, where $n$ is the density of the current loops, $\mathbf{a}$ is the loop covered area and $I$ is the current of each tiny loops. Given a close path with length of $\Delta l$ and negligible height across the magnet edge as shown in the red rectangle.
in Fig. 1a), the integration of $M$ along the closed path $L$ across multiple current loops leads to

$$\int_{L} M \cdot dl = \sum_{\text{inside } L} I'$$

(2)

in which $I' = I' \Delta l$ with $I'$ being the surface current density at the edge of the magnet cylinder. The integrand is only none zero inside the magnet, written as a vectorial equation:

$$M \times n = I'$$

(3)

$B'$ at the centre of the magnet can be calculated as the magnetic field created by a solenoid with current density of $M$ as

$$B' = \mu_0 M \frac{l/d}{\sqrt{1 + (l/d)^2}}$$

(4)

with $2l$ and $d$ being the length and diameter of the magnet rod.

![Diagram](image)

**Fig. 2 The calculation scheme of the magnetic field in the axial direction of a single current loop and solenoid.** a) The current at position A creates a magnetic field $dB$ at the location $\bullet$ on the horizontal axis. The current in a single loop generates a magnetic field $\delta B$. b) The direction of the magnetic field $dB$ is clarified where the single current loop is viewed from a front angle. Note that the scale of the red loop shrinks a bit. c) A solenoid is modelled as an array of single current loops along the axial direction. The array produces a magnetic field $B$ on the axis $x$ distance away.

Note that the magnetic field created by a solenoid above is calculated first from the contribution from a single current loop with a current density $I$ and a circumference $L$ as shown in Fig. 2a)-b) by applying Biot-Savart law as

$$\delta B = \int dB \cdot \cos \beta = \frac{\mu_0}{4\pi} \cdot \frac{I dL}{l^2} \cos^2 \beta \sin \beta \int dL = \frac{\mu_0 d^2 I}{2(d^2 + l^2)^{3/2}}$$

(5)

where $d$ is the radius of a loop and $l$ is the distance between the loop centre and the observation point. The sum of the contributions from an array of single current loops is

$$B = \int_{-l}^{l} \frac{\mu_0 d^2 I}{2(d^2 + x^2)^{3/2}} dx = \frac{\mu_0 I}{2} \int_{\beta_1}^{\beta_2} \sin \beta \, d\beta = \frac{\mu_0 I}{2} (\cos \beta_1 - \cos \beta_2)$$

(6)
where the relation shown in Fig. 2c) \( r^2 = x^2 + d^2 \) and \( x/d = \cot \beta \), as well as the differentiation \( dx/d = d\beta / \sin^2 \beta \) are used. At the centre of a solenoid, \( \beta_1, \beta_2 \) have the relation of

\[
\cos \beta_1 = \frac{l}{\sqrt{d^2 + l^2}}, \quad \cos \beta_2 = -\frac{l}{\sqrt{d^2 + l^2}}. \quad (7)
\]

Therefore, the total magnetic field \( B \) at the centre of the solenoid has the expression of

\[
B = \mu_0 l \frac{l/d}{\sqrt{1 + (l/d)^2}}. \quad (8)
\]

**Magnetic dipole point of view**

In light of magnetic dipole point of view, the total magnetic field \( H \) inside a magnet rod is the vector sum of the external magnetic field and the polarized magnetic field as

\[
H = H_0 + H'. \quad (9)
\]

As shown in Fig. 1b), we assume the direction of the external magnetic field pointing to the right, then the effect of all aligned tiny magnets equals to the distribution of negative magnetic charge on the left surface and positive on the right. This magnetic charge distribution creates a magnetized field \( H' \) in opposite direction to the external magnetic field. Therefore, \( H' \) is also termed as demagnetization field. According to Coulomb’s law, \( H' \) at the axial centre with magnetic charge density of \( \sigma_m \) on each surfaces is first calculated through one circular surface shown as in Fig. 3. The magnetic field generated by an area \( ds \) at the location \( A \) from the charged surface detected on the axis \( l \) distance away from the centre of the surface is

\[
\delta H = \frac{1}{4\pi \mu_0} \cdot \frac{\sigma_m}{l^2 + r^2} \cdot ds. \quad (10)
\]

For the convenience of integration, \( ds \) is chosen to be the area of a ring \( r \) distance away from the centre of the charged circular plate. The magnetic field from \( ds \) then is

\[
\delta H = \frac{1}{4\pi \mu_0} \cdot \frac{\sigma_m}{l^2 + r^2} \cdot \frac{2\pi l dr}{\sqrt{l^2 + r^2}}. \quad (11)
\]

The magnetic field contributed from the whole circular plate to a specific location on the axis is the integral over the radius of the plate as

\[
H = \frac{2\pi l \sigma_m}{4\pi \mu_0} \int_0^d \frac{r dr}{(l^2 + r^2)^{3/2}} = \frac{\sigma_m}{2\mu_0} \left( 1 - \frac{1}{\sqrt{l^2 + d^2}} \right). \quad (12)
\]

Adding another magnetically charged circular plate on the other side with opposite charges is equivalent to multiplying a factor of 2 in Eq.(12).
The relationship between the magnetic charge density $\sigma_m$ and magnetization $J$ can be derived from Gauss’s law, where $J$ is defined as volume averaged vector sum of magnetic dipole momentum. Similar to Gauss’s law for electric charges, a closed surface integral of magnetization $J$ equals to the magnetic charges inside the surface.

$$\oint_S J \cdot ds = - \sum_s q_m = \oint_S \sigma_m ds,$$  \hspace{1cm} (13)

which results the relation $\sigma_m = J \cos \theta$.

Replacing $J$ with the expression of $\sigma_m$ for Eq.(12) results in

$$H' = \frac{J}{\mu_0} \left[ 1 - \frac{l/d}{\sqrt{1 + (l/d)^2}} \right] \equiv \frac{JN_D}{\mu_0}$$  \hspace{1cm} (14)

in which $N_D$ is a geometry dependent demagnetization factor having a value between 0 and 1. Generally speaking, $N_D$ is a tensor for 3D object.

From Eq. (4) and Eq. (14), the link between the magnetic current and magnetic dipole models can be drawn as

$$H' = M - \frac{B'}{\mu_0}$$  \hspace{1cm} (15)
Link between the two models and the resulting internal external magnetic field relation

Given the ad hoc assumption for the magnetization defined from magnetic current and dipole point of views as

\[ J = \mu_0 M \]  (16)

the \( B-H \) relation for both magnetic current and magnetic dipole models becomes

\[ B = \mu_0 (H + M) = \mu_0 H + J. \]  (17)

With the knowledge of Eq. (14, 15, 16, 17) and the relative permeability in a tensor form defined as

\[ B = \mu_0 (H + M) \equiv \mu_0 \mu_r H, \]  (18)

the magnetic field inside a magnet can be finally written as

\[ H = \frac{B}{\mu_0} - M = \frac{B_0 + B'}{\mu_0} - M = \frac{B_0}{\mu_0} - H' \]
\[ = \frac{B_0}{\mu_0} - \frac{N_D J}{\mu_0} = \frac{B_0}{\mu_0} - N_D M = \frac{B_0}{\mu_0} - H' - N_D (\mu_r - 1) H. \]  (19)

Rearranging the internal magnetic field \( H \) to one side results in

\[ H = \frac{B_0}{\mu_0 [N_D (\mu_r - 1) + 1]} = \frac{H_0}{N_D (\mu_r - 1) + 1} \]  (21)

where \( B_0 \) can be obtained by replacing air with the Terfenol-D at the location of Terfenol-D in numerical simulation. When the magnet is an infinite long rod, \( N_D \) approaches to 0, then the inside magnetic field \( H \) equals the external field \( H_0 \). This is probably the case when the value of the elasticity matrix elements and piezomagnetic constants are measured in the literature [41] from which we take the value. For thin film structure, \( N_D = 1 \) for the extreme case when the thickness is 0. This results the internal magnetic field to be

\[ H_{\text{thin film}} = \frac{H_0}{\mu_r}. \]  (22)

Magnetic field inside Terfenol-D in the numerical simulation is checked by the value from several selected points in Terfenol-D with Eq. (21), showing excellent agreement with the simulation results from COMSOL.