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Abstract

With the rapid development of location-based social networks (LBSNs), point of interests (POI) recommendation has become an important means to help people discover attractive and interesting locations from billions of locations globally. However, this recommendation is very challenging compared to the traditional recommender systems. A user may visit only a limited number of POIs, leading to a very sparse user-item matrix. This matrix becomes even sparser when the user travels to a distant place as most of the items visited by a user are usually located within a short distance from the user’s home. Moreover, user interests and behavior patterns may vary dramatically across different time and different geographical regions. On the other hand, in reality, human movement exhibits sequential patterns. Thus, how to predict users’ next move based on her previous visited locations is important and challenging in LBSNs. Our project focuses on offering a more accurate and efficient recommender system by overcoming the aforementioned challenges, and it contains the following three parts:

In the first part, we design ST-SAGE, a spatial-temporal sparse additive generative model for POI recommendation. ST-SAGE considers both personal interests of the users and the preferences of the crowd in the target region at the given time by exploiting both the co-occurrence patterns of POIs and the content of POIs. To further alleviate the data sparsity issue, ST-SAGE exploits the geographical correlation by smoothing the crowd’s preferences over a well-designed spatial index structure called spatial pyramid. To speed up the training process of ST-SAGE, we implement a parallel version of the model inference algorithm on the GraphLab framework.

The second part aims to leveraging sequential patterns in POI recommendation. However, this is very challenging, considering 1) users’ check-in data in LBSNs has a low sampling rate in both space and time, which renders existing location prediction techniques on GPS trajectories ineffective; 2) the prediction space is extremely large, with millions of distinct locations as the next prediction target, which impedes the application of classical Markov chain models; and 3) there is no existing framework that unifies users’ personal interests and the sequential influence of recently visited locations in a principled manner. In light of the above challenges, we propose a sequential personalized POI recommendation framework (SPORE) which introduces a novel latent variable topic-region to model and fuse sequential influence with personal interests in the latent and exponential space. The advantages of modeling the sequential effect at the topic-region level include a significantly reduced prediction space, an effective alleviation of data sparsity and a direct expression of the semantic meaning of users’ spatial activities.
In the third part, we focus on speeding up the online top-$k$ recommendation process. In this part, we design two methods. The first method is able to extract the exact top-$k$ results. It is a scalable query processing technique for top-$k$ recommendation developed by extending the threshold algorithm (TA), which accesses items from the $K$ sorted lists at location $l$ on time $t$ and computes the top-$k$ results by scanning the minimum number of POIs. The second method, which is called as asymmetric Locality Sensitive Hashing (ALSH) technique, approximates the top-$k$ results with less time. It speeds up the online top-$k$ recommendation process by extending the traditional LSH to Maximum Inner-Product Search (MIPS).
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Chapter 1

Introduction

In this chapter, we give a brief introduction of the research in this thesis, including the background, problem characterization, contributions, and the organization of the thesis.

1.1 Background

The rapid development of Web 2.0, location acquisition and wireless communication technologies have fostered a number of location-based social networks (LBSNs), such as Foursquare, Gowalla, Facebook Places and Loopt, where users can check-in at venues and share life experiences in the physical world via mobile devices [3]. According to the survey[1], about 52% of Americans access social networks on mobile devices by January, 2016. On the other hand, “Pew Research Center” also shows that, by January of 2016, nine in ten smart-phone owners use location-based services in US.

In [4], LBSNs are defined as social networks in which GPS features of mobile devices are used to locate users and they let users share their location and other information from their mobile devices. Gao et al. state in [47] that LBSNs consist of “4W” (i.e., who, when, where and what) information [79], as shown in Figure 1.1. The content information (what) refers to tags, images, videos, comments, and posts generated or uploaded by users on social media, which represents the semantic information of users’ activities. Who refers to the extensive knowledge about an individual, such as her demographics and social structure. The location information (where) bridges the gap between online social networks and the physical world. The temporal information (when) also provides rich contextual information of users’ activities. These information are also called as “LBSN context”.

A point-of-interest (POI) is a specific location (e.g., hotel, restaurant, museum, store) that a user

may find useful or interesting. The rapid growth of cities has developed an increasing number of POIs, e.g., restaurants, theaters, stores, hotels, to enrich peoples life and entertainment, providing us with more choices of life experience than before. Making a satisfying decision efficiently among the large number of POI choices becomes a tough problem for a user. To facilitate a user’s exploration and decision making, POI recommendation has been developed as an essential function in LBSNs [18, 4, 42]. Given a user and a set of POIs she has checked-in, POI recommendation aims at recommending her some POIs for her future visits based on the LBSN context related to this user [47].

### 1.2 Problem formulations

In this paper, we focus on the problem of POI recommendation by mining their historical behavior data in LBSNs. For ease of presentation, we define the key data structures and notations used in this paper, which are summarized in Table 1.1.

**Definition 1 (POI)** A POI is a geographical point with specific functions (e.g., hotel, restaurant, museum, store) that user may find useful or interesting.
1.2 Problem Formulations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U, R, V$</td>
<td>the set of users, locations and POIs</td>
</tr>
<tr>
<td>$W$</td>
<td>the vocabulary set</td>
</tr>
<tr>
<td>$D_u$</td>
<td>the profile of user $u$</td>
</tr>
<tr>
<td>$v_{u,i}$</td>
<td>the POI of $i^{th}$ record in $D_u$</td>
</tr>
<tr>
<td>$l_{u,i}$</td>
<td>the location of POI $v_{u,i}$</td>
</tr>
<tr>
<td>$l_u$</td>
<td>the home location of the user $u$</td>
</tr>
<tr>
<td>$W_{u,i}$</td>
<td>the set of words describing POI $v_{u,i}$</td>
</tr>
<tr>
<td>$w_{u,i,n}$</td>
<td>the $n^{th}$ content word describing POI $v_{u,i}$</td>
</tr>
<tr>
<td>$t_{u,i}$</td>
<td>the time of $i^{th}$ check-in record in $D_u$</td>
</tr>
</tbody>
</table>

Table 1.1: Notations of The Input Data

In our model, a POI has three attributes: identifier, location and content. We use $v$ to represent a POI identifier, $l_v$ to denote its corresponding location identifier and $W_v$ to represent the set of words describing the POI (e.g., tags and categories). The location information available for each POI $v$ in the collected raw datasets is in the form of the (latitude, longitude) pair. Then, index structures are applied to partition and index the entire geographic area. The choice of index structures depends on the nature of the applications. The details of the index structures are given in the chapters describing the proposed models.

**Definition 2 (User Activity)** A user activity is made of a five tuple $(u, v, l_v, W_v, t)$ which indicates that the user $u$ visits the POI $v$, located at $l_v$ and described as $W_v$ at the time $t$.

**Definition 3 (User Profile)** For each user $u$, we create a user profile $D_u$, which is a set of user activities associated with $u$. The dataset $D$ used in our model consists of user profiles, that is, $D = \{D_u : u \in U\}$.

Then, given a dataset $D$ as the union of a collection of user profiles, we aim to provide POI recommendation for users. We formulate our problem as follows.

**Problem 1 (POI Recommendation)** Given a user activity dataset $D$, a target user $u$ with his/her current location $l$ and current time $t$ (that is, the query is $q = (u, l, t)$), our goal is to recommend a list of POIs that $u$ would be interested in.

In the last decade, recommender systems have been widely studied for various applications, including music recommendation, book recommendation, paper recommendation, etc. Various techniques
have been developed for effective recommendation, e.g., collaborative filtering, matrix factorization, LDA, graph-based methods, etc. However, due to the specificity of human mobility on LBSNs, it is not sufficient to apply the classic methods in recommending POIs. We will present the specific challenges of POI recommendation in LBSNs in the following section.

1.3 Challenges

Data sparsity has been a severe challenge in many recommender systems. This is also one of the most important problems in POI recommendation. There are millions of POIs in LBSNs, but a user can only visit a limited number of them. For POI recommendation, this problem gets more severe in two important scenarios: out-of-town recommendation and sequential recommendation. Existing research on personalized POI recommendation mainly explores the geographic influence to improve the recommendation accuracy, based on the observation that the geographic proximity between spatial items affect users check-in locations [42, 43]. Recently, there are works that further integrate social influence in LBSNs to recommend items as common interests shared by social friends [29]. In terms of the temporal effect of user check-in activities in LBSNs, most existing work only investigate the temporal cyclic patterns of checkins [22]. To our knowledge, there are few works focusing on making recommendation in out-of-town scenario or sequential recommender systems in LBSNs.

1.3.1 Out-of-Town Recommendation

POI recommendation becomes more important and useful when a user travels to an unfamiliar area, where he/she has little knowledge about the neighborhood. In this scenario, the recommender system is proposed as recommendation for out-of-town users in LBSNs in [18]. POI recommendation in this scenario is a highly challenging problem because of the following three main reasons.

1. Travel Locality. While LBSNs expand rapidly, the number of POIs visited by an individual user is rather small compared to the total number of POIs in a LBSN, which results in a very sparse user-item matrix. Moreover, the observation of travel locality exacerbates this problem. The observation of travel locality [39] shows that most of users check-ins are left in their living regions (e.g., home cities). An investigation shows that the check-in records generated by users in their non-home cities only take up 0.47% of the ones generated in their home cities [39]. This observation aggravates the data sparsity problem with POI recommendation for out-of-town users (e.g., if we want to recommend POIs located at Los Angeles to people from New York City).
1.3 Challenges

Illustration of Spatial Dynamics of User Interests

<table>
<thead>
<tr>
<th>City</th>
<th>Top Item Types</th>
<th>Percentage of Check-ins(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold Coast (AU)</td>
<td>Beach</td>
<td>71.36%</td>
</tr>
<tr>
<td></td>
<td>Surf Spot</td>
<td>14.82%</td>
</tr>
<tr>
<td></td>
<td>Theme Park</td>
<td>9.60%</td>
</tr>
<tr>
<td>Las Vegas (US)</td>
<td>Casino</td>
<td>80.32%</td>
</tr>
<tr>
<td></td>
<td>Nightlife</td>
<td>10.61%</td>
</tr>
<tr>
<td></td>
<td>Outlet</td>
<td>5.82%</td>
</tr>
<tr>
<td>Boston (US)</td>
<td>College</td>
<td>78.32%</td>
</tr>
<tr>
<td></td>
<td>Museum</td>
<td>9.45%</td>
</tr>
<tr>
<td></td>
<td>Park</td>
<td>7.65%</td>
</tr>
</tbody>
</table>

2. Spatial Dynamics of User Behavior. When a user travels to a different region, his/her behavior patterns may change. Through Foursquare API[^1] we extract the top three categories of check-in POIs in three different cities including Boston, Las Vegas and Gold Coast for a group of users. The group size is 3000 and each user in this group has check-in records in all three cities. The percentage of check-ins of each POI category is shown in Table 1.3.1. We observe that when users are in Las Vegas, they are more interested in visiting Casino (80.32%), Nightlife (10.61%) and Outlet (5.82%), while the same users prefer Beach (71.36%), Surf Spot (14.82%) and Theme Park (9.60%) when in Gold Coast.

3. Temporal Dynamics of User Behavior. Temporal influence plays an important role in analyzing users’ daily activities in LBSNs [84, 56, 13, 37]. For example, a user is more likely to go to a restaurant rather than a bar at noon. Therefore, the recommendation should be time-aware. To illustrate the temporal dynamics of user behavior in LBSNs, we analyze the check-in distributions in time slices divided by different granularities on Foursquare. Following [22], we analyze people’s check-in behavior in three granularities: daily (hour in one day), weekly (day of week) and yearly (month in one year). There are 36 categories on Foursquare and we show the check-in distributions of 8 selected categories for each granularity. From Figure 1.2(a) we can see that most categories exhibit a similar daily pattern - the check-ins start to decrease since midnight and reach the minimum at 10 am. The check-in activities start to rise at 10 am and peak in the afternoon or evening. But the check-in times of some categories, i.e., nightlife spot, peak in the midnight. Figure 1.2(b) tells that people tend to visit some places (such as gym, college, office and so on) in the weekdays while prefer

[^1]: https://developer.foursquare.com/
other places (i.e., clothing stores and performing arts venues) in the weekends. Monthly pattern refers to that people prefer to visit different locations in different months. For example, people prefer to go skiing in the winner months while go to beach in the summer months in Figure 1.2(c). To model the temporal influence, an intuitive solution is splitting time into time slices at the predefined granularity (e.g., hourly or seasonal) and then modeling the temporal preference to POIs of a user in a time slice by the items visited by the user in the time slice. However, splitting time into slices will make the data sparser.

The traditional collaborative filtering-based (CF-based) recommendation methods which make recommendations to a user based on similar users preferences perform poorly in the problem of out-of-town recommendation. For example, there would be very few activity records in Los Angeles for a user living in Pittsburgh but traveling in Los Angeles. Similar users would be those who exhibit similar location check-in behaviors, most of whom also live in Pittsburgh. Thus, most of the spatial items recommended would be in Pittsburgh instead of Los Angeles. Latent factor models also fail to solve these problems. Suppose we use existing topic models (e.g., LDA) to analyze user activity history data on Foursquare. A user is viewed as a document, and the items visited by her are viewed as words in the document. Each document (user) is a mixture of a small number of topics. We study both the semantic and spatial property for each topic. For each topic, we choose the top-20 spatial items with the highest generation probabilities. For the semantic analysis, we employ wordle\(^3\) to create word clouds for each discovered topic based on the tags of the top-20 spatial items. For the spatial analysis, we present the locations of the top-20 spatial items on Google Maps for each topic. We present four example topics in Figure 1.3. From the results, we observe that the spatial items in one topic share similar geographical information but diverse semantic information. Two spatial items are grouped into the same topic because they are geographically close to each other so that they are frequently

\(^3\)http://www.wordle.net/
visited together, rather than being represented as the same theme. For a user living in Beijing but traveling in Shanghai, therefore, the favorite topics discovered by LDA still capture the spatial items located in Beijing; that is, there is a failure in recommending spatial items for out-of-town users.

Recently, several methods [3, 18, 81] have been developed to make recommendations for both home-town and out-of-town users. These approaches either do not address all three challenges for POI recommendation, or address the challenges with ineffective strategies. For example, Ference et al. proposed a CF-based method that considers both users who have visited many common POIs with the target user and friends mined from the target user’s social connections in LBSNs in [18]. Including the visiting records of social friends is supposed to handle the travel locality. For example, when similar users cannot provide effective clues for out-of-town recommendations, the visiting records of social friends will be used. Nonetheless, according to the survey in [13], when the user travels more than 100km, the check-in probability at the same place visited by any of the social ties, is merely 10%.

Bao et al. presented a recommender system considering both user personal interests and the opinions of local experts in [3]. They model individual users’ interests based on the category information of POIs. The opinions of local experts are used to solve the travel locality problem. Unfortunately, since the chosen local experts are users who share same or similar interests with the target user, this approach is unable to address spatial dynamics of user behavior.

### 1.3.2 Leveraging Sequential Information

Human movement exhibits sequential patterns, which serve as the basis for mobility prediction [13, 66]. In particular, an analysis has been conducted on three publicly available real-world datasets, Foursquare, Gowalla and Brightkite in [87], which calculates the probabilities of each of the next POIs immediately visited by a user after visiting a given POI. The results are shown in Figure [1.4].
These results show that each selected POI transits to the top hundred items out of several hundred thousand items with a probability greater than 0.5. The nonuniform distribution of transition probabilities between POIs indicates there are underlying sequential patterns between POIs visited by users. These sequential patterns result from different factors, such as time in one day (e.g., people tend to go to restaurants at dinner time and then relax in cinemas or bars at night [87]), geographical proximity (e.g., tourists often sequentially visit London Eye, Big Ben and Downing Street [83]) and the coherence between human preference and the type of places (e.g., people usually check in at a stadium before a restaurant instead of the reverse way because it is not healthy to exercise right after a meal [29]).

Nevertheless, leveraging sequential information for POI recommendation is highly challenging, mainly due to the following problems:

**Low-sampling rate.** There are a number of studies that predicate locations on GPS trajectories [97, 67]. At first glance, these approaches can be directly applied to LBSN data, since both the GPS and LBSN data contain location and time information. However, analysis [11] of the check-in records collected from Gowalla, a popular LBSN, shows that LBSN data has a low sampling rate in both space and time, compared to GPS trajectories. According to the analysis, only 10% of users have more than 58 check-in records over a 12-month period, representing a low check-in frequency over time. In addition, 40% of all consecutive check-ins have a spatial distance larger than 1 kilometer, much longer than the gap in GPS trajectories which is typically 5-10 meters [97]. Thus, it is difficult to model the dependency between two check-in locations in LBSNs using the location prediction techniques on GPS trajectories.

**Huge prediction space.** Sequential recommendation methods have been proposed in the literature [10, 88, 98], most of which are based on Markov chains. Suppose there are a collection of $V$ POIs and the next item depends on the previous $n$ items. The sequential recommendation methods
then need to estimate $|V|^{n+1}$ free parameters in the $n$th order Markov chain model, which is extremely computational-expensive. To reduce the size of the prediction space, most related studies [10, 98] exploit sequential influence using a first-order Markov chain, which considers only the last one in a sequence of locations visited by a user to recommend a new location for her. Although the parameter space can be decreased to $|V|^2$, it may still be huge considering that $V$ is usually a large number in LBSNs. Hence, we aim to develop a new method to incorporate the influence from all recently visited locations, rather than just the last one, to make location recommendations within a small predication space.

*Unifying personalization and sequential effect.* On one hand, most of existing POI recommendation methods focusing on personalization [3, 18, 13] make recommendations according to users’ personal interests, but neglect the sequential orders between POIs. On the other hand, existing sequential recommendation methods, such as Markov chain based approaches, capture sequential patterns by assuming equivalent transition probabilities between items for all users, and ignore personalization. A recommendation system that only focuses on one of the two aspects may not produce ideal results. Therefore, we aim to develop a recommendation method which combines both personalization and sequential influence between items, in a unified and principled manner.

### 1.4 Contributions

#### 1.4.1 ST-SAGE

To deal with the challenges in out-of-town recommendation, we propose ST-SAGE, a spatial-Temporal Sparse Additive Generative Model for Spatial Item Recommendation. ST-SAGE takes into account both user interests and spatial-temporal dynamics of user behavior. ST-SAGE learns user interests as vectors over a set of latent topics, by mining the co-occurrence patterns of spatial items and their content information (e.g., tags and categories). Exploiting the content information of spatial items addresses the travel locality for out-of-town recommendation. The content of spatial items serves as the medium for transferring user interests learned from the home town to unfamiliar regions.

To adapt to *spatial-temporal dynamics of user behavior*, ST-SAGE recognizes two roles of an individual user in a spatial region at a specific time: local or tourist. Given a location and a specific time, visiting records from local users are mined to learn *temporal native preference* as a vector over latent topics. Similarly, visiting records from tourists are used to learn *temporal tourist preference*. Users with the same role at a location are more likely to have similar preferences and behavior patterns.
at a specific time. Thus, to recommend spatial items to a target user $u$ at location $l$ and time $t$, we consider not only $u$’s personal interests, but also the temporal preference of the crowd who have the same role as $u$. In this way, we leverage the crowd’s temporal preferences to overcome the sparsity of individuals activity data generated out of town at a specific time. Specifically, given a user, a specific time and her current location, we first find the group of users sharing the same role with $u$ when they visited $l$, and then produce the time-aware recommendation based on their temporal preferences and the user’s personal interests.

By using the visiting history to model native preference and tourist preference, however, we face the data sparsity issue, especially when the target region is small. When there are insufficient visiting records in the target region, the two variables cannot be inferred accurately. To overcome the data sparsity, ST-SAGE integrates the spatial index - spatial pyramid which is a tree structure proposed in [39]. It is first constructed by partitioning locations of spatial items into spatial grids of varying sizes at different hierarchies. Then, ST-SAGE applies the additive framework [2, 33] to learn the native preference and tourist preference of each region. Briefly, when learning the native preference and tourist preference in a region, the two variables learned for all of the region’s ancestor grids in the spatial pyramid will be added. If there are few or no activities in a region, we can still infer native preference and tourist preference guided by its ancestor grids. Through integrating with the spatial pyramid, ST-SAGE gains another advantage by allowing users to switch between different scales of geo-regions (e.g., zoom in/out on a Google Map) without re-learning the parameters. In this way, this model can be seamlessly connected with Google Map.

### 1.4.2 SPORE

To incorporate the sequential influence in POI recommendation, we propose SPORE, a sequential personalized spatial item recommender system. SPORE seamlessly fuses the sequential influence of visited spatial items and the personal interests of individual users in a principled way. Technically, SPORE is a latent class probabilistic generative model designed to mimic users’ decision-making process for choosing spatial items. We model personal interests and sequential influence based on the latent variable topic-region in SPORE. A topic-region $z$ corresponds to a semantic topic (i.e., a soft cluster of words describing spatial items) and a geographical region (i.e., a soft cluster of locations of spatial items) at the same time. The generative process of users’ check-in behaviors in SPORE is briefly illustrated as follows. Given a target user $u$ at time $t$, SPORE first chooses a topic-region $z$ for $u$ based on her personal interests and her visited items before $t$. The selected topic-region $z$ in turn
generates a spatial item \( v \) following \( z \)'s semantic and geographical distributions.

By introducing the latent factor topic-region, SPORE effectively overcomes the challenge posed by low-sampling rates. Specifically, SPORE addresses the sparsity of LBSN data by considering the hidden variable topic-region, which groups spatial items with similar semantic meanings and geographic locations, rather than focusing on the fine granularity of data such as consecutive points in GPS trajectories.

Our proposed SPORE is able to reduce the prediction space effectively. In particular, for each spatial item \( v \), we learn a distribution \( \theta^{\text{seq}}_v \) over a set of topic-regions where each component \( \theta^{\text{seq}}_{v,z} \) represents the probability of visiting the topic-region \( z \) after visiting \( v \). An obvious advantage of predicting the topic-region of a user’s activity at the next step is a significantly reduced prediction and model parameter space, because the number of topic-regions is much smaller than the number of spatial items. Additionally, to capture the influence from high order items, SPORE adds the influence of the previously visited items in the exponential space to avoid the inference of mixture weights for each visited item, inspired by the the Sparse Additive Generative model (SAGE) \cite{16}. In this way, SPORE accurately captures the influence from more items previously visited by the target user, and at the same time reduces the exponential complexity \( |V|^n+1 \) of the classic \( n \)th order Markov Chain into linear complexity \( |V| \times K \) (\( K \) is the number of topic-regions).

### 1.4.3 Efficient On-line Recommendation

For both models, in the online recommendation phase, given a query user \( u \) and her current location \( l \) on time \( t \), the system computes a ranking score for each POI \( v \) at location \( l \) and then returns the top-\( k \) POIs with highest scores. To speed up the process of online recommendation, a scalable query processing technique for top-\( k \) recommendation is developed by extending the threshold algorithm (TA), which accesses items from the \( K \) sorted lists at location \( l \) on time \( t \) and computes the exact top-\( k \) results by scanning the minimum number of spatial items. The TA algorithm returns the exact top-\( k \) spatial items with the highest scores. However, in reality, the users may be more interested in a quicker response with an approximate top-\( k \) result. On the other hand, the TA algorithm needs to maintain and access \( K \) sorted lists of items and frequently update the threshold, which makes it slow when \( K \) is large.

Locality Sensitive Hashing (LSH) \cite{15} based techniques are common and successful in industrial practice for solving the KNN problem efficiently. Both the running time and the accuracy guarantee of LSH based KNN are in a way independent of the dimensionality of the data. Furthermore, LSH is
massively parallelizable, which makes it ideal for large modern datasets. Although LSH is popular in both Euclidean distance and Cosine similarity, there are few work extending LSH to the Maximum Inner-Product Search (MIPS), which is the case in our model. Thus, we propose an algorithm calles as asymmetric LSH by applying two different hash functions to the spatial items and the queries respectively to transform the MIPS into classic nearest neighbor search.

1.4.4 Summaries

The main contributions of our work are summarized as follows.

- We design a novel spatial-temporal sparse additive generative model (ST-SAGE) for POI recommendation which incorporates and exploits content information and the crowd’s temporal preference at a region to address the problems of travel locality and spatial-temporal dynamics of user’s behavior.

- We design a novel sequential personalized POI recommendation framework, SPORE, which learns and fuses sequential influences and personal interests in a latent and exponential space, effectively overcoming the challenges of low sampling rates, huge prediction space, and unifying personal interests and sequential effect in a principled way.

- We develop two efficient top-$k$ query processing techniques to speed up the process of online recommendation. One technique produces the exact top-$k$ result by scanning the minimal number of items by extending the Threshold Algorithm (TA) and another one speeds up the process further but returns the approximate top-$k$ result by extending locality sensitive hashing to the maximum inner-product search.

- We conduct extensive experiments to evaluate both the effectiveness and efficiency of the proposed models on two real datasets and one large-scale synthetic dataset.

1.5 Thesis organization

The rest of this thesis is organized as follows: In Chapter 2, we review the field of POI recommendation and summarize the relevant work. In Chapter 3 we present ST-SAGE which aims at dealing with the challenges in out-of-town recommendation. In Chapter 4 we incorporate the sequential patterns into POI recommendation. In Chapter 5 we introduce two techniques to accelerate the on-line
recommendation. Finally the conclusion and the possible future research directions suggested by the thesis are given in Chapter 6.
Chapter 2

Literature Review

Recommender systems have been widely studied among various categories, such as movie recommendation on Netflix, job recommendation on LinkedIn and item recommendation on Amazon. POIs recommendation belongs to a sub-category of recommender systems. As a result, technologies of general recommender systems are also practically applicable to POIs recommendation although the performance may be limited due to the specific properties of human mobility on LBSNs. In this chapter, we firstly give a literature review on general recommender systems, and after that, we review the existing methods of POIs recommendation.

2.1 General Recommender Systems

Recommender systems aim at helping users find items of interest among a large amount of items by generating personalized recommendation [1]. The existing methods can be generally classified into three categories: collaborative filtering, content-based, and hybrid models. Among them, collaborative filtering (CF) is one of the most successful approaches which has been proven effective in practice [60, 68]. The input of CF is a user-item rating matrix (i.e., user-POI check-in frequency matrix). The key idea of CF is that if two users have similar behavior pattern on the similar items (e.g., visiting similar POIs, buying similar products and preferring similar books), they will most likely behave similarly over the other items in the future. There are two main types of CF approaches: memory-based CF and model-based CF. The memory-based CF approach makes use of the whole user-item rating matrix to produce recommendations. This method has been widely adopted in many commercial systems. Generally, there are two approaches of memory-based CF: user-based [27] and item-based CF [60]. The key difference between these two approaches is whose similarity it relies on to produce
the recommendation. User-based CF makes recommendation based on the preferences from \( K \) users most similar to him. Similarly, for a user \( u \), item-based CF recommends \( K \) items which are most similar to the items that \( u \) likes before. These two techniques can be applied on POI recommendation. For example, we can apply user-based CF on POI recommendation as follows. Assume that we want to recommend \( N \) POIs to user \( u \). First, select \( K \) most similar users to \( u \). Then, infer the preferences of the similar users on the POIs not visited by \( u \). At last, rank \( u \)’s preferences on those unvisited POIs and select the top \( N \) POIs for recommendation.

Memory-based collaborative filtering approaches are efficient and easy to adopt. However, it has two shortfalls when applied to large-scale sparse data. The first one is the sparsity problem. In many real-world applications, the user-item matrix is usually very sparse with a density of \( 10^{-4} \) to \( 10^{-5} \). Under sparse data, the inferred similarity measured from the activities history may not be reliable due to the insufficient information observed [57]. In an extreme case of “cold-start” problem, a new user who has no rating/check-in history would have the similarity value of 0 to any other users. The other shortfall is that memory-based CF is of poor scalability on large dataset as it leverages the whole user-item matrix to produce recommendation which requires a large storage space and also is computationally expensive.

In sight of the shortfalls of memory-based collaborative filtering, model based collaborative filtering techniques are proposed. Overall, they make use of data mining and machine learning techniques to learn a model from training data and then apply the model on test data to predict user interests on different items. Various models have explored in this model including latent factor models, classification/regression models and so on. Among all these models, latent factor models such as the matrix factorization model have been widely applied [9].

The basic idea of the matrix factorization method is to assume that there are certain latent factors related to both users’ preferences and items’ properties. Take the restaurant in POI recommendation as an example, latent factors could be price, flavor, environment and so on. These latent factors may dominate the occurrences of major check-in activities. Each check-in is a result of the combinational effect of user’s preferences and location’s property on these factors. For instance, a user who likes Japanese food and concerns the price may be interested in a restaurant that serves Japanese food with a discount price.

The recommender systems based on classification/regression extract the features for both users and items to construct the feature space on training data. The observed pair of user and item (i.e., a user has checked-in at that POI) is assigned with a positive label while the unobserved pair is assigned
with a negative label. Based on these labels, a classification/regression model is learned based on the training data with certain learning models including decision tree, logistic regression and so on. Then the learned model is applied on the test data to infer the likelihood of a user’s preference in an item [55].

Other than the user-item matrix, hybrid CF leverages other information, for example, content information and combines CF with the content-based recommender systems. The results from each recommender system are weighted and combined into the final result for recommendation.

2.2 POI Recommendation

POI recommendation, also called location or place recommendation, has been considered as an essential task in the domain of recommender system.

2.2.1 POI Recommendation with GPS Data

The task of POI recommendation is highly related to human mobility. It was traditionally studied on mobile data, i.e., cellphone-based GPS data. As we know, cellphones have been widely used to facilitate humans’ life. They can be considered as mobile sensors of human beings as generally, a user takes his/her cell phone with him/her most of the time. These mobile sensors can provide abundant information about human mobility. Typically, the cellphone-based GPS data contains a set of time-stamped GPS points that a user has been to, along with the mobile activities such as listening to music, watching videos and so on. Thus various work have explored these information to study the human mobility, which promote a set of location-based applications including POI recommendation [5, 28, 58, 65, 69].

The raw GPS data is a sequence of time-stamped latitude/longitude pairs and there is no mapping information between geographical coordinates and specific real world POIs. Thus a POI is usually determined by the stay points which a user spent sufficient long time extracted from users’ GPS trajectory logs [92] [97]. Since content and social information is usually not available on such datasets, spatial and temporal patterns are commonly adopted with collaborative filtering methods to perform POI recommendation. Zheng et al. [96] proposed a recommendation framework for location recommendation taking advantage of sequence property, region popularity and hierarchical property of geographical spaces. Yong et al. recommend locations and travel packages with GPS trajectory
data based on collaborative filtering method [26]. Ye et al. [78] studied life patterns for each individual from GPS data and then used these patterns to produce location prediction and recommendation. Zheng et al. [95] consider both the location interests and users’ travel experience with a tree-based hierarchical graph to build a HITS-based inference model. Leung et al. [38] studied different user classes and temporal preferences for collaborative location recommendation with a dynamic clustering algorithm.

The content information could be available in certain types of GPS data. Zheng et al. [92, 93, 94] proposed a user-centric collaborative location and activity filtering approach to find like-minded users and similar activities at different locations with tensor decomposition. The dataset is collected through voluntary users while user comments regarding to geographical visits are used. In tour recommendation [25, 48] and tourist POI recommendation [34], content related to travel package or tourist POIs, such as package description or POI attributes, are used to analyze users interested topics for POI recommendation.

The data availability of GPS data is limited due to the user privacy problem as the GPS data is obtained from users’ cell phones through telecommunication services. Most users do not feel comfortable to share their mobile data even for research purposes. Thus, GPS data usually contains a limited number of users over long period. Gao et al. [21] summarized the characteristics and limitations of leveraging GPS data for POI recommendation, as three aspects. First, the available mobility data is small-scale due to the user privacy problem. The inference on such limited data may be biased due to various factors such as demography, gender and age. In the big data era, more data are helpful in analyzing human mobility to get a more accurate statistically significant conclusions. Second, GPS data has no semantic indications as it only includes the geographical coordinates. Thus, it is not easy to associate such coordinates with real-world points of interests, such as casinos, restaurants, shopping centers and so on. Although one can use third-party library to map coordinates into POIs, it does not work well on places with dense POIs, as it is difficult to distinguish POIs close to each other based on geographical coordinates. Third, social connections are not easily obtained from GPS data too. Even though social connections can be inferred through the history of one’s phone calls, messages, or bluetooth connections. It is difficult to collect this kind of data due to the privacy concerns. There are some efforts collecting social information on GPS data through communication network or Bluetooth network with a number of participated users who grant permissions [40, 71]. However, social information obtained in this way may be in low quality. For example, Bluetooth may not be commonly used thus connections inferred through this way may be
biased; users who have phone communications do not necessarily indicate their friendships, not to mention that they share common interests of locations.

### 2.2.2 POI Recommendation with LBSN Data

Recently, with the easy access of large-scale user activity records in LBSNs, many recent studies investigate the POI recommendation with LBSN data. Most existing work has tried to improve POI recommendation in LBSNs by exploiting the geographical influence, social influence, temporal effect and content information of POIs. Ye et al. [76] introduced POI recommendation into LBSNs. Most current work on POI recommendation on LBSNs focuses on taking advantage of both the geographical and social properties to improve the recommendation effectiveness for the strong correlations between geographical distance and social connections discovered in previous work [12, 13, 24, 61, 85]. These studies mainly exploit geographical influence and social connections separately, and then combine their output together with a fused model.

#### 2.2.2.1 Geographical Influence

These works try to study how check-in probability is influenced by geo-distance by modeling check-in distribution over geographical distance. There are three main types of mobility patterns modeled in this series of work, including Levy Flight (Power-Law distribution of geographical distance), Multi-Center Gaussian Distribution and Kernel Density Estimation.

**Levy Flight.** This kind of mobility pattern is also called as Power-Law distribution of check-ins. This mobility pattern is based on several key observations. One observation is that people tend to move to nearby places and occasionally to distant places and 20% of consecutive check-ins happened within 1km while 60% between 1 and 10km [9, 13]. Another important observation is that a few places have many check-ins while most of places have few check-ins which is similar to that a user goes to a few places many times while to many places a few times [24]. Ye et al. [77] proposed to capture the geographical influence by investigating the geographical clustering phenomenon of user check-in activities in LBSNs by employing a power-law probabilistic model to capture the geographical influence among POIs, and realize collaborative POI recommendations based on geographical influence via naive Bayesian method. By modeling the check-in probability with a power-law distribution, they recommend the location with the highest probability to be co-visited with locations from the user’s check-in history.
**Multi-Center Gaussian Distribution.** This distribution has different interpretations from different perspectives. From the geographical perspective, this distribution means that users’ check-ins usually center on certain location areas and users rarely check-in at locations which are far away from the centers [13]. From the temporal perspective, this distribution represents that the probability of visiting a location centers on certain time periods and decreases during other time periods [22]. This can also be interpreted as biased probability decreasing speed around a center or various peaks at multiple centers. Cho et al. proposed a model which is an effective two-state mixture of Gaussians with a time-dependent state prior. This means that this model classifies each of the users check-ins as either being generated by the “home” or “work” state. The temporal part of the model governs the transition between home/work states and then depending on the state, geographic location of the check-in is generated the time varying mixture of two time-invariant 2-dimensional Gaussian distributions.

**Kernel Density Estimation.** Zhang et al. [86] proposed a Kernel density estimation method to model the geographical influence without knowing a specific type of distribution. There are three steps in this work. First, it computes distance between every pair of locations that have been checked-in by the user, denoted as $D$. Second, it defines the distance distribution with a kernel function. At last, it recommends locations with high probability according to the distance distribution.

2.2.2.2 Social Influence

There are two general types of POI recommendation exploiting social influence. The first one is the friend-based collaborative filtering proposed by Ye et al. [76]. This work assumes that more closed friends have more similar trajectory. Thus it infers the similarity between friends based on the similarity between their trajectories. It also assumes a power-law relation between trajectory similarity and geographical distance. The other type is to add social regularization into matrix factorization [51, 8]. This work fuses the similarity between two users with matrix factorization. Based on many existing works, we can observe that social information can consistently improve the recommendation performance, however, the improvement is very limited [24, 77].

2.2.2.3 Geo-Social Influence

Geo-Social influence indicates that people tend to explore nearby POIs of a POI that they or their friends have visited before [77]. Many recent studies [42, 9, 77, 13] showed that there is a strong correlation between user check-in activities and geographical distance as well as social connections, so most of current POI recommendation studies mainly focus on leveraging the geographical and
social influences to improve recommendation accuracy. For example, Ye et al. [77] delved into POI recommendation by investigating the geographical influences among locations and proposed a system that combines user preferences, social influence and geographical influence. Cheng et al. [9] investigated the geographical influence through combining a multi-center Gaussian model, matrix factorization and social influence together for location recommendation. Lian et al. [42] incorporated spatial clustering phenomenon resulted by geographical influence into a weighted matrix factorization framework to deal with the matrix sparsity. Ference et al. [18] designed a collaborative recommendation framework which considers the activity records generated by both friends and similar users in a mixture way.

2.2.2.4 Temporal Effect

The temporal effect of user check-in activities in LBSNs has also attracted much research interest. POI recommendation with temporal effect mainly leverages temporal cyclic patterns and temporal sequential patterns on LBSNs.

**Exploring Cyclic Patterns:** Gao et al. [22] investigated the temporal cyclic patterns of user check-ins in terms of temporal non-uniformness and temporal consecutiveness. They make use of a hierarchical Pitman-Yor language model to capture the temporal chronological patterns with the consideration of power-law distribution and short-term effect. Ye et al. [75] introduced temporal dimension of daily and weekly check-ins to identify the types of unknown geographic target on LBSNs. Yuan et al. [84] also incorporated the temporal cyclic information into a user-based collaborative filtering framework for time-aware POI recommendation. While it has been shown in multiple studies that human movement in LBSNs clearly demonstrates sequential patterns [87, 83, 29], leveraging sequential patterns for spatial item recommendation has not been well-studied.

**Leveraging Sequential Information.** Existing works on sequential recommendation mostly utilize the Markov chain property to predict the next check-ins. Cheng et al. [10] exploited sequential influence using the first-order Markov chain that only considers the last location in a user’s visiting sequence to recommend a new location for the user. However, in reality, the new location may not only rely on the latest location but also earlier ones visited by the user [88]. Zhang et al. predicted the next location by adding the influence of the earlier visited locations with an additive Markov chain. They manually set a decay rate parameter for previous locations based on the assumption that locations with recent check-in timestamps usually have stronger influence than those with old timestamps.
To adapt to the sparse data in LBSNs, Ye et al. [11] proposed modeling the sequential patterns of spatial items at the category level using a hidden Markov model (HMM). The abstract states in HMM can model sparse LBSN data well as the hidden states capture essential behavioral patterns of LBSN users. The accuracy of this method depends highly on the category information.

### 2.2.2.5 Exploring Content Information

Most recently, researchers explored the content information of POIs to alleviate the problem of data sparsity. Hu et al. [30] proposed a spatial topic model for POI recommendation considering both spatial aspect and textual aspect of user posts from Twitter. Yin et al. [81] exploited both personal interests and local preferences based on the contents associated with POIs. Liu et al. [44] studied the effect of POI-associated tags for POI recommendation with an aggregated LDA and matrix factorization method. Gao et al. [23] studied both POI-associated contents and user sentiment information (e.g., user comments) into POI recommendation and reported their good performance. Yang et al. [74] introduced sentiment information into POI recommendation and the evaluation results show that it is of better performance over the state-of-the-art approaches. Bo et al. [31] incorporated content information into social correlations and proposed a topic model for POI recommendation. Yuan et al. studied content information with its spatio-temporal patterns [84].

### 2.2.3 Efficient Online Recommendation

Many approaches are proposed to improve the online POI recommendation by reducing the number of spatial items to scan. These approaches can be divided into two categories: the ones offering exact top-$k$ recommendation and the ones making approximate top-$k$ recommendation.

#### 2.2.3.1 Exact Top-$k$ Recommendation

These work aim at pruning the item search space in finding the $k$ items with highest scores.

Most existing methods in GPS data index the spatial items using a tree structure such as R-Tree and Metric Tree, which is similar to the techniques used in KNN problems [90, 91]. In the classical KNN problems, both the queries and items are represented as vectors with $K$ dimensions. For each query, they aim at recommending those items that have nearest distance to the given query with the indexing structure. The distances between queries and items are measured in Euclidean distance.

Another line of research tries to adapt the techniques in the classical KNN problems to the models
where the distances between queries and items are measured in inner-product [59]. This line of research notices that the straightforward application of the techniques in KNN problems is infeasible in the situation where distances are measured in inner-product as inner-products lack the distance coincidence which is a very basic property of coincidence that Euclidean distance usually has. According to the analysis in [59], the maximum inner-product search is equivalent to nearest-neighbor search in Euclidean metric space only if the norms of all the spatial items have the same length, which is, however, impractical in many models including both ST-SAGE and SPORE.

Even if the method in [59] can prune the item search space, its efficiency suffers from the curse of the dimension $K$ which is $O(K^{12})$ [49]. Some researchers proposed the Threshold-based Algorithm (TA) to minimize the number of items to scan in finding the exact top-$k$ results in [17] [81] [80]. This algorithm is instance optimal and there is no other deterministic algorithm that has a lower optimality ratio [17].

### 2.2.3.2 Approximate Top-$k$ Recommendation

In reality, the users may be more interested in a quicker response with an approximate top-$k$ result. Specifically, for a query, an approximate top-$k$ recommendation returns $k$ spatial items with approximate highest scores [80]. Yin et al. extend TA algorithm to an approximate top-$k$ recommendation with a guarantee of a specific approximation to the accurate result in [80]. Locality Sensitive Hashing (LSH) [15] based techniques are another line of techniques which can be applied to achieve approximate top-$k$ recommendations. LSH based methods are common and successful in industrial practice for solving the KNN problem efficiently. Both the running time and the accuracy guarantee of LSH based KNN are in a way independent of the dimensionality of the data. However, similar with the tree-based methods, it is infeasible in the situation where distances are measured in inner-product as it is designed for Euclidean metric space.

### 2.3 Summary

As described above, while there are many studies to alleviate the data sparsity by exploiting geographical-social influence, temporal effect and content information, they did not address the challenges arising from either travel locality or interest drift for the out-of-town recommendation. For example, most of the above work assumed that users are in their home towns, they did not consider user interest drift across regions. Our work in this paper distinguishes from previous work in several points. First,
to the best of our knowledge, we are the first to simultaneously address the three challenges arising in out-of-town recommendation in a unified model. Second, although Yin et al. \cite{81} exploited the local crowd’s preferences, they ignored the user’s role and did not distinguish native preference from tourist preference. Third, we propose a novel effective method to represent and infer both native and tourist preferences based on a well-designed spatial index structure.

In terms of integrating the sequential patterns, our work in this thesis distinguishes itself from previous research in several aspects. First, to the best of our knowledge, this is the first effort that automatically integrates sequential effect and personalization in a unified model. Second, although existing research \cite{88} has also exploited the influence of more than one previously visited locations using an additive Markov chain method, the weights for each visited item in a sequence need to be set manually. In contrast, our proposed SPORE model adopts the sparse additive technique to add the influence of all visited items in the exponential space, which avoids the inference of item weights. Third, we introduce a novel latent variable \textit{topic-region} to model both personal interests and temporal influence in the exponential space. The discovered topic-regions cluster both content-similar and geographically close items together. By introducing the latent factor \textit{topic-region}, SPORE effectively overcomes the challenge brought by low-sampling rate and reduces the prediction space.

For the efficient online recommendation, we first extend the TA-based algorithm to achieve an exact top-$k$ recommendation. Then we propose an asymmetric LSH (ALSH) for the following two reasons. First, the users may be more interested in a quicker response with an approximate top-$k$ result. Second, the TA algorithm needs to maintain and access $K$ sorted lists of items and frequently update the threshold, which makes it slow when $K$ is large. ALSH applies two different hash functions to the spatial items and the queries respectively. The main idea of ALSH is to transform the approximate top-$k$ recommendation in our problem into classic nearest neighbor search by introducing two hashing functions so that the probability of new collision event satisfies the conditions in the definition of KNN.
Chapter 3

Out-of-Town Recommendation

3.1 Overview

POI recommendation is very challenging compared to traditional recommender systems, especially when users travel to unfamiliar places. A user may visit only a limited number of spatial items, leading to a very sparse user-item matrix. This matrix becomes even sparser when the user travels to a distant place as most of the items visited by a user are usually located within a short distance from her home. Moreover, user interests and behavior patterns may vary dramatically across different time and different geographical regions. In light of this, we propose ST-SAGE, a spatial-temporal sparse additive generative model for spatial item recommendation in this chapter. ST-SAGE considers both personal interests of the users and the preferences of the crowd in the target region at the given time by exploiting both the co-occurrence pattern of spatial items and the content of spatial items. To further alleviate the data sparsity issue, ST-SAGE exploits the geographical correlation by smoothing the crowd’s preferences over a well-designed spatial index structure called spatial pyramid. To speed up the training process of ST-SAGE, we implement a parallel version of the model inference algorithm on the GraphLab framework.

3.2 Preliminaries about SAGE

Our model is inspired by the Sparse Additive Generative Model (SAGE) [16], which is an effective generative model without explicit switching variables [30]. The basic idea of the model is that if a variable is affected by several components, it can be generated by the mixture of these components without any explicit indicator variables. The key difference from traditional mixture models is that the
mixture occurs in terms of the natural parameters of the exponential family instead of distributions. Such a model is robust given limited training data as it does not have to infer a complex indicator variable to distinguish the set of causes.

To provide a clearer explanation of SAGE, we use a traditional probabilistic mixture generative model, LCA-LDA proposed in [81][80], as an illustrative example. LCA-LDA is a location-content-aware model that aims to mimic the process of human decision making on spatial items. The model considers the user’s personal interest $\theta^\text{user}_u$ and the influence of local preference $\theta^\text{crowd}_l$ in a unified manner, and automatically leverages the effect of the two factors. Specifically, given a querying user $u$ at a target location $l$, the likelihood that user $u$ will prefer item $v$ is computed by combining these two factors through a linear combination as follows.

$$P(v|\theta^\text{user}_u, \theta^\text{crowd}_l) = \lambda_u P(v|\theta^\text{user}_u) + (1 - \lambda_u) P(v|\theta^\text{crowd}_l)$$  \hspace{1cm} (3.1)

where $\lambda_u$ is the “switching” variable that needs to be inferred for each user. Other than the latent topic, we need to sample the switching variable for each record. Thus the complexity is doubled. Evidently, it cannot be inferred accurately when the training data for the individual user is sparse. In contrast, SAGE combines the two generative facets through simple addition in log space, as shown in Equation 3.2. Clearly, this avoids the need for latent switching variables.

$$P(v|\theta^\text{user}_u, \theta^\text{crowd}_l) = P(v|\theta^\text{user}_u + \theta^\text{crowd}_l) = \frac{\exp(\theta^\text{user}_u + \theta^\text{crowd}_l)}{\sum_{v'} \exp(\theta^\text{user}_{u,v'} + \theta^\text{crowd}_{l,v'})}$$  \hspace{1cm} (3.2)

### 3.3 Spatial Temporal SAGE Model

In this section, we first formulate the problem definition in this chapter, and then present our proposed spatial temporal SAGE model (ST-SAGE).

#### 3.3.1 Problem Definitions

The notations in this chapter are the same with those listed in Table 1.1 if they are not defined specially in this section.

As we mentioned, the location information available for each POI $v$ in the collected raw datasets is in the form of the (latitude, longitude) pair. Then a spatial pyramid structure [39], is applied to partition and index the entire geographic area in this chapter. The granularities range from cities to

---

1It does not distinguish between native preference and tourist preference
streets, depending on the nature of the applications. The details of the spatial pyramid are described in subsection 3.3.4.

**Definition 4 (User Home Location)** Following the recent work of [41], given a user $u$, we define the user’s home location as the place where the user lives, denoted as $l_u$.

Due to privacy problem, user home locations are not always available. For a user whose home location is not explicitly given, we adopt the method similar to [61] by inferring the user’s home location as the cell in the spatial pyramid with the most of his/her check-ins.

**Definition 5 (Time)** In this chapter, time $t$ is an ordinal variable and we use $t$ to index the $t^{th}$ time slice which corresponds to a specific time period.

The time information available for each record in the collected raw datasets is in the form of timestamps (e.g., “2010-07-24, 13:45:06”), and we divide the timestamps into time slices at the predefined granularity (e.g., hourly or seasonal) when preprocessing the datasets. The model in this chapter focuses on the temporal cyclic effect on the patterns of users’ behaviors.

**Definition 6 (User Activity)** A user activity in this chapter is extended to a six tuple $(u, v, l_v, W_v, t, s)$

The user $u$ visits the spatial item $v$, located at $l_v$ and described as $W_v$, at time $t$, in the role of $s$. If $s = 0$, the user is recognized as a local and the activity occurs in $u$’s home town. If $s = 1$, the user $u$ plays the role of tourist when visiting $v$.

Given a dataset $D$ as the union of a collection of user profiles, we aim to provide spatial item recommendation for both home-town and out-of-town users. We formulate our problem in this chapter taking into account the two scenarios in a unified fashion as follows.

**Problem 2** Given a user activity dataset $D$, a target user $u$ with his/her current location $l$ and the querying time $t$ (i.e., the query is $q = (u, l, t)$), our goal is to recommend a list of spatial items that $u$ would be interested in. Given a distance threshold $d$, the problem becomes an out-of-town recommendation if the distance between the target user’s current location and his/her home location (e.g., $|l - l_u|$) is greater than $d$. Otherwise, the problem is a home-town recommendation.

Following related studies [18, 53], we set $d = 100km$ in our work, since a distance around $100km$ is the typical radius of human “reach” — it takes 1 to 2 hours to drive such a distance.
3.3.2 Model Description

To model user activities, we propose the spatial temporal sparse additive generative model (ST-SAGE). Figure 3.1 shows the graphical representation of ST-SAGE. We first introduce the notations of our model, which are listed in Table 3.1. Our input data, which are users’ activity profiles, are modeled as observed random variables, shown as shaded circles in Figure 3.1. Similar to existing models [30, 81], the topic index of each user activity is considered as a latent random variable, which is denoted as $z$.

User Interest Modeling. Intuitively, a user chooses a spatial item at a given location on a specific time by matching his/her personal interests with the content of that item. Inspired by the early work on user interest modeling [30, 44, 81], ST-SAGE also adopts latent topics to characterize users’ interests. Specifically, we infer an individual user’s interest vector over a set of topics according to his/her visited spatial items and their associated contents, denoted as $\theta^{\text{user}}_u$. Thus, our model alleviates the travel locality for out-of-town recommendation, as the content of the spatial items plays the role of...
medium through which user interests inferred from their home town can be transferred to out-of-town regions. Besides, we also introduce a background vector over topics $\theta^0$ to capture common topics among all users. The purpose of using a background model $\theta^0$ is to make the user interests $\theta^\text{user}$ learned from the dataset more discriminative.

**Spatial Dynamics Modeling.** To adapt to spatial dynamics of user behavior, we exploit the preference of the crowds who share the same role with the target user $u$. For example, the preference of the tourists will be leveraged if the target user is currently out-of-town. Technically, we introduce two parameters: native preference and tourist preference. Given a location $l$, the native preference represents the preference of people living at location $l$, denoted as $\theta^\text{native}_l$. In contrast, the tourist preference represents the preference of tourists travelling in location $l$, denoted as $\theta^\text{tourist}_l$. Note that, distinguishing native preference from tourist preference is one of the fundamental differences between our model and the LCA-LDA model [81, 80] which also exploits local activity records at the target location.

**Temporal Dynamics Modeling.** As users tend to visit different spatial items at different time, our ST-SAGE model is expected to capture this temporal dynamic. To model the temporal influence, an intuitive approach is to split time into time slices at the predefined granularity (e.g., hourly or seasonal) and then model the temporal preferences of a user based on his/her visited spatial items during a time slice. However, splitting a user’s activity data into multiple slices will make the data much sparser in a specific time slice, which inevitably makes the inference of personal temporal preferences overfitting. In light of this, we propose to exploit and integrate the collective temporal preferences of the crowd with the same role instead of personal temporal preferences, as shown in Figure 3.1. The visiting time information $t$ shown as a shaded circle. The collective preferences of the public with the same roles $\theta^\text{native}_l$ and $\theta^\text{tourist}_l$ are extended to time-aware vectors $\theta^\text{native}_{l,t}$ and $\theta^\text{tourist}_{l,t}$.

**Topics Modeling.** To take full advantage of the strengths of both content-based and collaborative filtering-based recommendation methods, a topic $z$ in our ST-SAGE model is not only associated with a word vector $\phi^\text{topic}_z$, but also with a vector over spatial items $\psi^\text{topic}_z$. This design enables $\phi^\text{topic}_z$ and $\psi^\text{topic}_z$ to be mutually influenced and enhanced during the topic discovery process by associating them. Thus, the discovered topic $z$, on one hand, can cluster the content-similar items together. On the other hand, it can also capture the item co-occurrence patterns to link relevant items together, similar to item-based collaborative filtering methods. We also introduce two background models for words and items, respectively: $\phi^0$ and $\psi^0$. The purpose of using background models is to make the topics learned from the dataset more discriminative, since $\phi^0$ and $\psi^0$ assign high probabilities to
### TABLE 3.1: Notations of Model Parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>the number of topics</td>
</tr>
<tr>
<td>( z_{u,i} )</td>
<td>the topic assigned to spatial item ( v_{u,i} )</td>
</tr>
<tr>
<td>( \theta^0 )</td>
<td>the topic vector of the background</td>
</tr>
<tr>
<td>( \theta_u^{\text{user}} )</td>
<td>the topic vector, representing the intrinsic interest of user ( u )</td>
</tr>
<tr>
<td>( \theta_{l,t}^{\text{native}} )</td>
<td>the topic vector of ( l ) on time ( t ), representing the native preference at ( l ) on time ( t )</td>
</tr>
<tr>
<td>( \theta_{l,t}^{\text{tourist}} )</td>
<td>the topic vector of ( l ) on time ( t ), representing the tourist preference at ( l ) on time ( t )</td>
</tr>
<tr>
<td>( \phi^0 )</td>
<td>the word vector of the background</td>
</tr>
<tr>
<td>( \psi^0 )</td>
<td>the spatial item vector of the background</td>
</tr>
<tr>
<td>( \phi_z^{\text{topic}} )</td>
<td>content word vector of topic ( z )</td>
</tr>
<tr>
<td>( \psi_z^{\text{topic}} )</td>
<td>spatial item vector of topic ( z )</td>
</tr>
</tbody>
</table>

non-discriminative and non-informative words and items.

The generative process of the ST-SAGE model for an individual user activity in the user profile \( D_u \) is as follows.

- Draw a topic index \( z_{u,i} \)
  \[
  z_{u,i} \sim P(z_{u,i}|s_{u,i}, l_{u,i}, t_{u,i}, \theta^0, \theta_u^{\text{user}}, \theta_{l,t}^{\text{native}}, \theta_{l,t}^{\text{tourist}})
  \]

- For each content word \( w_{u,i,n} \) in \( W_{u,i} \), draw
  \[
  w_{u,i,n} \sim P(w_{u,i,n}|\phi^0, z_{u,i}, \phi_z^{\text{topic}})
  \]

- Draw a spatial item \( v_{u,i} \)
  \[
  v_{u,i} \sim P(v_{u,i}|\psi^0, z_{u,i}, \psi_z^{\text{topic}})
  \]

For each user activity, ST-SAGE first chooses the topic this activity is about. To generate the topic index \( z \), we utilize a multinomial model as expressed in Equation 3.3

\[
P(z_{u,i}|s_{u,i}, l_{u,i}, t_{u,i}, \theta^0, \theta_u^{\text{user}}, \theta_{l,t}^{\text{native}}, \theta_{l,t}^{\text{tourist}}) = \frac{P(z_{u,i} \mid \theta_u^{\text{user}}, \theta_{l,t}^{\text{native}}, \theta_{l,t}^{\text{tourist}}) \times (1 - s_{u,i}) + s_{u,i} \times P(z_{u,i} \mid \theta_u^{\text{user}})}{P(z_{u,i} \mid \theta_u^{\text{user}}, \theta_{l,t}^{\text{native}}, \theta_{l,t}^{\text{tourist}}) + (1 - s_{u,i}) \times P(z_{u,i} \mid \theta_u^{\text{user}}, \theta_{l,t}^{\text{native}}, \theta_{l,t}^{\text{tourist}})}
\]
where \( P(z|\theta^\text{user}_u + (1 - s) \times \theta^\text{native}_l + s \times \theta^\text{tourist}_l) \), denoted as \( \alpha_{u,s,l,t,z} \), is computed as in Equation 3.6.

Once the topic \( z \) is generated, the spatial item \( v \) and the associated content words are generated as expressed in Equations 3.4 and 3.5 respectively.

\[
P(v_{u,i}|\psi^0, z_{u,i}, \psi^\text{topic}) = P(v_{u,i}|\psi^0 + \psi^\text{topic}_{z_{u,i}}) 
\]

\[
P(w_{u,i,n}|\phi^0, z_{u,i}, \phi^\text{topic}) = P(w_{u,i,n}|\phi^0 + \phi^\text{topic}_{z_{u,i}}) 
\]

where \( P(v|\psi^0 + \psi^\text{topic}) = \gamma_{z,v} \) and \( P(w|\phi^0 + \phi^\text{topic}) = \beta_{z,w} \) are computed as in Equation 3.6.

Note that in order to model topics based on the background word/item vectors, for each topic, ST-SAGE models the difference from the background word/item vector in log-frequencies, instead of the frequencies themselves.

### 3.3.3 Model Inference

Our goal is to learn parameters that maximize the marginal log-likelihood of the observed random variables \( w, v \) and \( s \), and the marginalization is performed with respect to the latent random variable \( z \). However, it is difficult to be maximized directly. Therefore, we apply a mixture of EM and a Monte Carlo sampler, called the Gibbs EM algorithm \([70]\), to maximize the complete data likelihood in Equation 3.7, where \( \ominus \) is the set of all the parameters. In the E-step, we sample latent topic assignments by fixing all other parameters using Gibbs sampling. In the M-step, we optimize model parameters \( \ominus \) by fixing all topic assignments. The two steps are iterated until convergence.

\[
\alpha_{u,s,l,t,z} = \frac{\exp(\theta^0 + \theta^\text{user}_u + (1 - s) \times \theta^\text{native}_l + s \times \theta^\text{tourist}_l)}{ \sum_{zz} \exp(\theta^0_{zz} + \theta^\text{user}_u_{zz} + (1 - s) \times \theta^\text{native}_l_{zz} + s \times \theta^\text{tourist}_l_{zz})} 
\]

\[
\beta_{z,w} = \frac{\exp(\phi^0 + \phi^\text{topic}_{z,w})}{ \sum_{ww} \exp(\phi^0_{ww} + \phi^\text{topic}_{z,ww})} 
\]

\[
\gamma_{z,v} = \frac{\exp(\psi^0 + \psi^\text{topic}_{z,v})}{ \sum_{vv} \exp(\psi^0_{vv} + \psi^\text{topic}_{z,vv})} 
\]

\[
P(z, w, v | \ominus, s, u, l, t) = P(z|s, u, l, t, \theta^0, \theta^\text{user}, \theta^\text{native}, \theta^\text{tourist}) P(w|z, \phi^0, \phi^\text{topic}) P(v|z, \psi^0, \psi^\text{topic}) 
\]

\[
= \prod_{u=1}^{\mid U \mid} \prod_{i=1}^{\mid D_u \mid} \alpha_{u,s,l,t,z_{u,i}} \prod_{u=1}^{\mid U \mid} \prod_{i=1}^{\mid D_u \mid} \beta_{z_{u,i},w_{u,i,n}} \prod_{u=1}^{\mid U \mid} \prod_{i=1}^{\mid D_u \mid} \gamma_{z_{u,i},v_{u,i}} 
\]

(3.7)
More specifically, we iteratively draw latent topic $z$ for all activities in the E-step. According to the Gibbs Sampling, when sampling $z_{u,i}$ as expressed in Equation 3.8, we assume all other variables are fixed. $z_{u,i}$ represents the topic assignments for all user activities except the $i$'th activity for user $u$.

$P(z_{u,i}|z_{-u,i}, w, v, s, u, l, t, \odot) \propto \alpha_{u,s_{u,i},l_{u,i},t_{u,i},z_{u,i}} \prod_{n=1}^{|W_{u,i}|} \beta_{z_{u,i},w_{u,i,n}} \times \gamma_{z_{u,i},v_{u,i}} \tag{3.8}$

In the M-step, we optimize the parameters $\odot$ to maximize the log likelihood of the objective function with all topic assignments fixed. To update the parameters, we use the gradient descent learning algorithm PSSG (Projected Scaled Sub-Gradient) [62], which is designed to solve optimization problems with L1 regularization on parameters. More importantly, PSSG is scalable because it uses the quasi-Newton strategy with line search that is robust to common functions. Let $L$ be the log-likelihood of the model. According to the limited-memory BFGS (Broyden Fletcher Goldfarb Shanno) [46] updates for the quasi-Newton method, the gradients of model parameters $\theta^0$, $\theta^{user}$, $\theta^{native}$ and $\theta^{tourist}$ are provided as follows:

$$\frac{\partial L}{\partial \theta^0_w} = d(w) - \sum_{u=1}^{|U|} \alpha_{u,s_{u,i},l_{u,i},t_{u,i},z_{u,i}} = \tag{3.9}$$

$$\frac{\partial L}{\partial \theta^{user}_{u,z}} = d(u, z) - \sum_{i=1}^{|D_u|} \alpha_{u,s_{u,i},l_{u,i},t_{u,i},z_{u,i}} = \tag{3.10}$$

$$\frac{\partial L}{\partial \theta^{native}_{l,t,z}} = (1 - s) \times (d(l, t, z) - \sum_{j=1}^{|D(l,t)|} \alpha_{u_j,s_{j,l,t,z}}) = \tag{3.11}$$

$$\frac{\partial L}{\partial \theta^{tourist}_{l,t,z}} = s \times (d(l, t, z) - \sum_{j=1}^{|D(l,t)|} \alpha_{u_j,s_{j,l,t,z}}) = \tag{3.12}$$

where $d(z)$ is the number of activities assigned to topic $z$, $d(u, z)$ represents how many activities are assigned to topic $z$ in $D_u$, $d(l, t, z)$ denotes the number of activities assigned to topic $z$ at location $l$ on time $t$, $D(l,t)$ is the set of activities occurring at location $l$ on time $t$ and $u_j$ denotes the user who generates the $j$-th activity record.

Similarly, the gradients of model parameters $\phi^0$, $\phi^{topic}$, $\psi^0$, and $\psi^{topic}$ are computed as follows:

$$\frac{\partial L}{\partial \phi^0_w} = d(w) - \sum_{z=1}^K d(z) \times \beta_{z,w} \tag{3.13}$$

$$\frac{\partial L}{\partial \phi^{topic}_{z,w}} = d(z, w) - d(z) \times \beta_{z,w} \tag{3.14}$$

$$\frac{\partial L}{\partial \psi^0_v} = d(v) - \sum_{z=1}^K d(z) \times \gamma_{z,v} \tag{3.15}$$
Algorithm 1: The Algorithm of Model Inference

**Input:** A user profile dataset \( D \);

**Output:** estimated parameters \( \theta^0, \theta^{\text{user}}, \theta^{\text{native}}, \theta^{\text{tourist}}, \phi^0, \phi^{\text{topic}}, \psi^0, \psi^{\text{topic}} \);

1. Initialize all the parameters and the latent topics according to the “Initialization Strategy”;

2. **while** the model is not convergent do

   1. for each \( D_u \) in \( D \) do

      1. for each record \( (u, v, l_v, W_v, s) \) do

         1. Draw a latent topic \( z \) with Gibbs Sampling according to Equation 3.8

      2. end

   2. end

   3. Update \( \theta^0, \theta^{\text{user}}, \theta^{\text{native}}, \theta^{\text{tourist}}, \phi^0, \phi^{\text{topic}}, \psi^0 \) and \( \psi^{\text{topic}} \) with BFGS method as expressed in Equation 3.9, 3.10, 3.11, 3.12, 3.13, 3.14, 3.15 and 3.16 respectively;

4. Return \( \theta^0, \theta^{\text{user}}, \theta^{\text{native}}, \theta^{\text{tourist}}, \phi^0, \phi^{\text{topic}}, \psi^0, \psi^{\text{topic}} \).

\[
\frac{\partial L}{\partial \psi_{z,v}^{\text{topic}}} = d(z,v) - d(z) \times \gamma_{z,v} \tag{3.16}
\]

where \( d(w) \) is the number of activities in which the word \( w \) appears, and \( d(z, w) \) is the number of activities where the word \( w \) is assigned to the topic \( z \), \( d(v) \) is the number of activities associated with item \( v \), and \( d(z, v) \) represents the number of activities in which topic \( z \) is assigned to item \( v \).

**Initialization Strategy:** The last but not least important technique is how to initialize the model. Different initialization values of parameters can lead to significantly different results. Here, we use the following initialization steps. Taking the initialization of \( \phi^0 \) and \( \phi^{\text{topic}} \) as an example, we initialize \( \phi^0 \) as log frequencies of words in the whole corpus and \( \phi^{\text{topic}} \) as log frequencies of words assigned to topic \( z \) minus the same word in \( \phi^0 \). Similar strategy can be applied to \( \theta \) and \( \psi \) values. For latent topics, we initialize them randomly.

Algorithm 1 describes the process of the inference of ST-SAGE. First, we initialize all the parameters according to the aforementioned “Initialization Strategy” (Line 1). Then, before the objective function in Equation 3.7 becomes convergent, we first sample a latent topic for each activity record (Lines 3-7) and then update all the parameters according to the BFGS method (Lines 8). When the objective function is convergent, the learned parameters are returned as our expected outputs (Line 10).

**Time Complexity.** There are two steps in the Gibbs EM algorithm: Gibbs sampling and gradient
descent learning. We assume that the algorithm needs $I$ iterations to reach convergence. For each iteration, its time complexity is analyzed as follows. In the E-step, it needs to go through all user check-in records, and for each check-in it requires $O(K)$ operations to compute the posterior probability distribution for sampling topic $z$. Thus, the time complexity in this step is $O(K \times D)$ where $D = \sum_u |D_u|$ is the total number of check-ins in the dataset. In the M-step, we use the gradient descent learning algorithm to update the model parameters $\Theta = \{ \theta^{user}, \theta^{native}, \theta^{tourist}, \phi^0, \phi^{topic}, \phi^0, \phi^{topic} \}$ based on the topic assignments sampled in the E-step. We assume that the gradient descent algorithm needs $J$ iterations to converge, and in each iteration the time complexity to compute the gradients for the model parameters $\Theta$ is $O(K \times D)$. Thus, the time complexity in the M-step is $O(J \times K \times D)$ where $J$ is generally less than 50. The total time complexity for our model inference is $O(I \times (J + 1) \times K \times D) = O(I \times J \times K \times D)$, which indicates that the computational time is linear with respect to the number of check-ins in our dataset.

### 3.3.4 Spatial Smoothing

To combat data sparsity when modeling the temporal native preference and temporal tourist preference, we adopt a quad tree structure which is proposed in [19], called spatial pyramid, to partition and index the entire geographic area. The spatial pyramid is proposed in [39, 3], which is constructed by partitioning item locations into spatial regions of varying sizes at different hierarchies. More specifically, the spatial pyramid decomposes the space into $H$ levels. Level 0 has only one grid cell. For a given level $h$, the space is partitioned into $4^h$ grid cells of equal area. Thus, the space can be divided recursively into numerous cells at different levels with different granularity. The graphical representation of the spatial pyramid is shown in Figure 3.2.

One of the fundamental assumptions in spatial data mining is that everything is related to everything else but nearby things are more related than distant things, which is proposed in [20] as the first law of geography [63]. This law is known as the “spatial autocorrelation”. The spatial pyramid structure can encode this law in an effective manner. That is, for each location $l$, it can be represented by a path from the root node to its corresponding leaf node. We use a vector to describe the path, $(l_1, l_2, \ldots, l_h, \ldots, l_H)$, where $l_h$ is a grid at level $h$ that contains the location $l$. Based on the vector representation of a location, we can easily compute the proximity between two locations. For example, if two locations in the spatial pyramid share more ancestors, then these two locations are more proximate.

When user activity data at a location $l$ and time $t$ is very sparse, both the temporal native preference
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Figure 3.2: The Spatial Pyramid

θ_{l,t}^{native} and the temporal tourist preference θ_{l,t}^{tourist} may not be estimated accurately. To address this issue, we exploit geographical correlation to enhance the prior knowledge about the model parameters θ_{l,t}^{native} and θ_{l,t}^{tourist}. Intuitively, if two locations l and l’ are proximate in the geographical space, their temporal local preferences θ_{l,t}^{native} and θ_{l’,t}^{native} should be similar to each other. The intuition can be applied to the temporal tourist preferences θ_{l,t}^{tourist} and θ_{l’,t}^{tourist} similarly. To integrate the information of geographical correlation into our ST-SAGE model, we apply the additive framework [2, 33] to compute temporal native preference θ_{l,t}^{native} and tourist preference θ_{l,t}^{tourist} at location l and time t based on the path vector representation. Specifically, given a location l, its temporal native preference and temporal tourist preference at time t are represented as follows.

\[
\theta_{l,t}^{native} = \sum_{h=1}^{H} \theta_{l_{h},t}^{native}, \quad \theta_{l,t}^{tourist} = \sum_{h=1}^{H} \theta_{l_{h},t}^{tourist}
\]  

(3.17)

According to the above equations, both the temporal native preference and the temporal tourist preference of a location depend on all of its ancestors up to the root. This representation method enables neighboring locations to share similar preferences as desired, i.e., the preferences are smoothed over the spatial pyramid. Meanwhile, if there are few or no activities at a location, we can still infer its preference guided by its ancestors. Besides, once temporal native preference and temporal tourist preference for each level are learned, this modeling makes the switch between various granularity fast and convenient by changing the lowest level in the model without re-training the parameters.
3.3.5 Application Scenario

Figure 3.3 demonstrates an application scenario of ST-SAGE where the input consists of four elements: the current location, the current time, the number of the recommendations, and the size of the target region (e.g., zoom in/out on Google Map [3]). The location and time are captured automatically by the functions of the mobile phones.

By indexing the geographical space using a spatial tree structure, our model supports users to change the scale of the target region conveniently by switching between different levels in the tree structure. Although the previous work of [80] also supports the change to granularity, it has to re-train all parameters for the new granularity while our model does not. Take the application in Figure 3.3 as an example. The current scale corresponds to “Level 3” of the spatial pyramid. If the querying user zooms out on the map, the map becomes smaller and the granularity of the regions becomes coarser. ST-SAGE will automatically change the scale from “Level 3” to “Level 2”. As the model parameters for all levels have been learned, it is not necessary to re-train the parameters for this “zooming out”. Similarly, if the user zooms in on the map, ST-SAGE simply switches the scale from the upper level into the lower level without re-training.
3.3.6 Parallel Implementation

We implement a parallel ST-SAGE inference algorithm on the distributed GraphLab framework [50] and parallel gradient descent learning framework PSSG (Projected Scaled Sub-Gradient) [62]. PSSG is scalable because it not only uses the quasi-Newton strategy with line search that is robust to common functions, but also adopts the multi-core parallel processing strategy. There are two steps in the Gibbs EM algorithm: Gibbs sampling and gradient descent learning. We decompose the inference procedure of ST-SAGE into a two-step parallel processing. In the E step, we implement the Gibbs sampling algorithm in the GraphLab framework [50]. In the M step, PSSG [62] is adopted as the parallel gradient descent learning framework in ST-SAGE.

GraphLab framework is proposed to support asynchronous, dynamic, graph-parallel computation while ensuring data consistency, which is required by Gibbs Sampling to ensure statistical correctness, and achieving a high degree of parallel performance in the shared-memory setting. GraphLab framework has demonstrated superior performance over popular parallel systems, e.g., MapReduce and Spark, for many machine learning algorithms [32].

This framework implements the gather − apply − scatter (GAS) model which abstracts the program into three phases. In the gather phase, each vertex aggregates data from the scope of the vertex. The scope of a vertex ve includes the data stored in ve as well as the data stored in all adjacent vertices and adjacent edges. The gather result is used to update the data stored in this vertex in the apply phase. Lastly, each vertex triggers its neighboring vertices or modifies adjacent edge data.

GraphLab framework stores the algorithm state as an undirected graph called the data graph. In this graph, one can associate arbitrary data with each vertex and edge. In ST-SAGE, we store the state as a graph in Figure 3.4. Specifically, we construct an undirected graph that connects each user with
each spatial item. An edge between a user $u$ and a spatial item $v$ contains the location $l$, the role of $u$ at $l$ (a tourist or a local) denoted as $s$, the time $t$, content words of item $v$ and the topic indicator $z$. For each user $u$, the number of her check-ins assigned to each topic $z$, denoted as $d(u, z)$, is stored in her associated vertex. Similarly, for each spatial item $v$, the number of its associated check-ins (i.e., $d(v)$) and the number of its associated check-ins assigned to each topic $z$ (i.e., $d(z, v)$) are stored in its corresponding vertex.

We accelerate the Gibbs EM algorithm by simultaneously sampling new topics according to Equation 3.8. The variables in Equation 3.8 are either maintained globally or in vertices. To improve efficiency further, the global variables are periodically aggregated from the vertices, while the variables in vertices are updated during the gather and apply phases. New topics are sampled in the scatter phase. As the variables in the Gibbs EM algorithm are updated with the BFGS algorithm, we run the BFGS algorithm during the apply phase where gather_result is applied to update the related variables. Algorithm 2 shows the GAS procedures of the ST-SAGE Gibbs Sampler.

---

**Algorithm 2:** GAS program of ST-SAGE Gibbs Sampler

Gather $(v, e)$;

if $v$.type = user then

    return $\alpha$ related parameters and $d(z), d(u, z), d(l, t, z)$;

end

if $v$.type = item then

    return $\beta, \gamma$ related parameters and $d(w), d(z, w), d(v), d(z, v), d(z)$;

end

Apply $(v, gather\_result)$;

if $v$.type = user then

    call BFGS to update $\alpha$ related parameters with Equation 3.9, 3.10, 3.11 and 3.12 according to gather_result;

end

if $v$.type = location then

    call BFGS to update $\beta, \gamma$ related parameters with Equation 3.13, 3.14, 3.15 and 3.16 according to gather_result;

end

Scatter $(v, e)$;

sample $z$ according to Equation 3.8
With this two-step parallel processing, our inference implementation leads to satisfying efficiency and scalability on large data, as shown in the empirical study.

## 3.4 Spatial Item Recommendation

The ranking scores of spatial items are computed according to $P(v, W_v|u, l, s, t, \emptyset)$, as shown in Equation 3.18.

$$P(v, W_v|u, l, s, t, \emptyset) = \sum_{z=1}^{K} P(v, W_v, z|u, l, s, t, \emptyset)$$

$$= \sum_{z=1}^{K} \frac{P(z|u, l, s, t, \emptyset, \theta^0, \theta^{user}, \theta^{native}, \theta^{tourist}) \times P(W_v|z, \phi^0, \phi^{topic}) \times P(v|z, \psi^0, \psi^{topic})}{\sum_{z=1}^{K} \alpha_{u,l,s,t,z} \times \left( \prod_{n=1}^{[W_v]} \beta_{z,w_{v,n}} \right) \gamma_z v} \times \gamma_z v \quad (3.18)$$

where $W_v$ denotes the content words describing item $v$. We adopt the geometric mean for the probability of topic $z$ generating the word set $W_v$, considering that the number of words associated with different spatial items may be different.

To accelerate the online recommendation process, we propose a ranking framework in Equation 3.19 which separates the offline computation from the online computation to the maximum extent.

$$S(q, v) = \sum_{z=1}^{K} F(z, v) W(q, z)$$

$$F(z, v) = \left( \prod_{n=1}^{[W_v]} \beta_{z,w_{v,n}} \right) \frac{1}{|W_v|} \times \gamma_z v, \quad W(q, z) = \alpha_{u,l,s,t,z} \quad (3.19)$$

In Equation 3.19, $F(z, v)$ represents the offline score which denotes the score of spatial items $v$ with respect to topic $z$. This part is computed offline since it is independent from the query $q = (u, l, t)$. On the other hand, $W(q, z)$ is inferred online, denoting the preference of query $q$ on topic $z$. Note that the principal time-consuming components of $W(q, z)$ are also computed offline (e.g., $\theta^0, \theta^{user}, \theta^{native}$ and $\theta^{tourist}$). This design enables the maximum separation of the online computation from the offline computation and in turn reduces the query time.

When a query $q = (u, l, t)$ arrives, we first compute the query preference weight on each topic (i.e., $W(q, z)$), and then aggregate $F(z, v)$ over each topic with the weight $W(q, z)$ for each spatial item. At last, $k$ spatial items with the highest scores are returned as the query result. ST-SAGE is
trained offline, while the recommendation performed online is a process of combining the various factors. This scheme guarantees quick and dynamic computational responses in terms of computing spatial item rankings in real time.

3.5 Experiments

In this section, we first describe the settings of experiments including the datasets, comparative approaches and the evaluation method. We then demonstrate the experimental results in terms of both the recommendation effectiveness and efficiency of ST-SAGE which include the efficiency of training.

3.5.1 Experimental Settings

3.5.1.1 Datasets

We perform experiments on two real large-scale LBSN datasets (i.e. Foursquare and Twitter) and one large scale synthetic dataset with 10 million check-ins. The detailed information of the two real-life datasets are as follows.

Foursquare. This dataset contains the check-in history on 111,813 spatial items of 4,163 users who live in California, USA from 12/2009 to 07/2013. It contains the social networks, home location, check-in venue identifiers, location of each venue in terms of latitude and longitude, and the content of each check-in venue for each user. The total number of check-ins in this dataset is 483,813.

Twitter. This dataset is based on the publicly available Twitter dataset [12]. Twitter supports third-party location sharing services like Foursquare and Gowalla, where users of these services opt-in to share their check-ins on Twitter. But the original dataset does not contain the category or tag information about venues. So, we crawled the category and tag information associated with each venue from Foursquare with the help of its publicly available API [2]. The enhanced dataset contains 114,058 users, 62,547 spatial items and 1434,668 check-in activities from 09/2010 to 01/2011. Each check-in record has the same format as the above Foursquare dataset. However, this dataset does not contain user social network information. As the home locations of users in this dataset are not explicitly given, we adopt the method in [61] by inferring the user’s home location as the cell in the spatial pyramid with the most check-ins.

To make the experiments repeatable, we make the datasets and our code publicly available [3].

---

2https://developer.foursquare.com/
3http://net.pku.edu.cn/daim/yinhongzhi/index.html
3.5.1.2 Comparative Approaches

We compare our ST-SAGE model with the following five methods representing state-of-the-art spatial item recommendation techniques.

**JIM.** JIM \([82]\) is a joint probabilistic generative model which integrates the temporal effect, geographical-social influence, content effect and word-of-mouth effect. The word-of-mouth effect refers to that the probability of a user visiting a spatial item is largely affected by the popularity of this spatial item at the target region.

**UTE+SE.** UTE+SE, proposed in \([84]\), is a collaborative recommendation model which incorporates both the temporal and spatial information. Given a user and specific time, it first finds the users sharing similar temporal preference with her and then produce the time-specific recommendations based on their historical check-ins made around the time.

**LCA-LDA.** LCA-LDA is a location-content-aware recommender model which is developed to support spatial item recommendation for users traveling in new cities \([81,80]\). This model takes into account both personal interests and local preferences of each city by exploiting both item co-visiting patterns and content of spatial items. Compared with ST-SAGE, LCA-LDA is a traditional mixture model which introduces “switching” variables to consider multiple factors. Besides, LCA-LDA ignores the roles of users and does not distinguish between tourist preference and native preference.

**UPS-CF.** UPS-CF, proposed in \([18]\), is a collaborative recommendation framework which is especially designed for out-of-town users. This framework integrates user-based collaborative filtering and social-based collaborative filtering. That is, it recommends spatial items to a target user according to the activity records of both his/her friends and similar users.

**CKNN.** CKNN \([3]\) projects a user’s activity history into the category space and models user preference using a weighted category hierarchy. When receiving a query, CKNN retrieves all users and items located in the querying location, formulates a user-item matrix online, and then applies a user-based CF method to predict the rating of a querying user on an unvisited item. Note that the similarity between two users in CKNN is computed according to their weights in the category hierarchy, making CKNN a hybrid recommendation method.

To further validate the benefits brought by exploiting temporal information and spatial smoothing based on the spatial pyramid, we compare our model with three other simplified version.

**ST-SAGE-S1** is the simplified version of the ST-SAGE model which does not consider the temporal influence. This means that \(\theta^{\text{native}}\) and \(\theta^{\text{tourist}}\) are \(|R|\) instead of \(|R| \times |T|\) vectors. For each user activity, we sample the topic index \(z\) according to the following Equation instead of Equation
3.3 This simplified version is equal to the Geo-SAGE model proposed in [72].

\[
P(z_{u,i}|s_{u,i}, l_{u,i}, \theta^0, \theta^\text{user}, \theta^\text{native}, \theta^\text{tourist})
= P(z_{u,i}|\theta^\text{user}_u + (1 - s_{u,i}) \times \theta^\text{native}_{l_{u,i}} + s_{u,i} \times \theta^\text{tourist}_{l_{u,i}})
\]

ST-SAGE-S2 is the simplified version which models the temporal information individually without smoothing. Specifically, we sample the topic index \(z\) according to the following Equation:

\[
P(z_{u,i}|s_{u,i}, l_{u,i}, \theta^0, \theta^\text{user}, \theta^\text{native}, \theta^\text{tourist})
= P(z_{u,i}|\theta^\text{user}_{u,t_{u,i}} + (1 - s_{u,i}) \times \theta^\text{native}_{l_{u,i}} + s_{u,i} \times \theta^\text{tourist}_{l_{u,i}})
\]

ST-SAGE-S3 is the simplified version of ST-SAGE which does not exploit the geographical correlation in the spatial pyramid. Thus, the inferred temporal native preference and temporal tourist preference for location \(l\) at time \(t\) are not reliable when there are few or even no user activity records.

3.5.1.3 Evaluation Methods

We evaluate both the effectiveness and efficiency of ST-SAGE. For the efficiency part, we evaluate both the training efficiency and the online recommendation efficiency. At last, we also demonstrate the trade-off between the effectiveness and efficiency.

Recommendation Effectiveness. Since our ST-SAGE model is designed for both home-town recommendation and out-of-town recommendation, we evaluate the recommendation effectiveness of our model under each of the scenarios. Given a user profile in terms of a collection of user activities, we divide the user’s activities into a training set and a test set. For the home-town recommendation scenario, we randomly select 30% of the activity records occurring at the user’s home town as the test set, and use the remaining activity records as the training set. Similarly, for the scenario of out-of-town recommendation, we randomly select 30% of the activity records generated by the user when he/she travels out of town as the test set, and use the remaining activity records as the training set.

To decide whether an activity record occurs when the user is in his/her home town or elsewhere, we measure the location distance between the user’s home town and the spatial item (e.g., \(|l_u - l_v|\)). If the distance is greater than 100 km, we assume the activity occurs when the user is out-of-town. The threshold \(d = 100 km\) is selected because a distance around 100 km is the typical human radius of “reach”, which takes 1 to 2 hours to drive.

According to the above dividing strategies, we split the user activity dataset \(D\) into the training set \(D_{\text{train}}\) and the test set \(D_{\text{test}}\). To evaluate the recommendation methods, we adopt the evaluation methodology and measurement Accuracy@\(k\), which is applied in [30, 7, 14, 35, 81]. Specifically, for
each user activity record \((u, v, l_v, W_v, s, t)\) in \(D_{test}\): 1) we compute the ranking score for spatial item \(v\) and all other spatial items which are within the circle of radius \(d\) centered at \(l_v\) and unvisited by \(u\) previously; 2) we form a ranked list by ordering all of these spatial items according to their ranking scores. Let \(r\) denote the position of the spatial item \(v\) within this list. The best result corresponds to the case where \(v\) precedes all the unvisited spatial items (that is, \(r = 1\)); and 3) we form a top-\(k\) recommendation list by picking the \(k\) top ranked spatial items from the list. If \(r \leq k\), we have a hit (i.e., the ground truth item \(v\) is recommended to the user). Otherwise, we have a miss.

The computation of \(\text{Accuracy}@k\) proceeds as follows. We define \(\text{hit}@k\) for a single test case as either the value 1, if the test item \(v\) appears in the top-\(k\) results, or the value 0, if otherwise. The overall \(\text{Accuracy}@k\) is defined by averaging over all test cases:

\[
\text{Accuracy}@k = \frac{\#\text{hit}@k}{|D_{test}|}
\]

where \(\#\text{hit}@k\) denotes the number of hits in the test set, and \(|D_{test}|\) is the number of all test cases.

\textit{Training Efficiency.} We evaluate the efficiency of the model training. The efficiency of the training of ST-SAGE is mainly affected by the number of activity records in the dataset and the number of nodes in the GraphLab framework. Therefore, we evaluate the model training efficiency of ST-SAGE over the dataset with various numbers of nodes.

### 3.5.2 Recommendation Effectiveness

In this part, we first present the experimental results of the comparison between the other state-of-art recommendation methods on two real-life datasets for both out-of-town recommendation and hometown recommendation. Second, we validate the benefits brought by different factors such as native preference or the tourist preference, distinguishing between tourist preference and native preference, and spatial smoothing based on the spatial pyramid.

#### 3.5.2.1 Results and Analysis

First, we present the experimental results of the comparison between recommendation methods with well-tuned parameters. Figures 3.5 and 3.6 report the effectiveness of recommendation on the Foursquare and Twitter datasets, respectively. From the figures, we observe that the accuracy values gradually rise with respect to the increase of \(k\). This is because, by returning more spatial items, it is more likely that items that users would like to visit will be discovered. We show the performance when \(k\) is set to 5 and 10.
It is apparent that the recommendation methods have significant performance disparity in terms of the top-k accuracy. Figure 3.5(a) presents the recommendation accuracy in the scenario of out-of-town recommendation where the accuracy of ST-SAGE is about 0.457 when \(k=5\), and 0.535 when \(k=10\). This means that there is a probability of 45.7\% that ST-SAGE will place an appealing point of interest in the top-5 recommendations and a 53.5\% probability that it will be placed in the top-10 recommendations. Clearly, our proposed ST-SAGE model outperforms other competitor models significantly, demonstrating the advantages of ST-SAGE over other competitor methods. Several observations are made from the results: 1) ST-SAGE outperforms two other models (UTE+SE [84] and JIM [82]), demonstrating the advantages of ST-SAGE over other competitor methods which also integrate the temporal information. 2) CKNN performs worst as it does not explore the spatial-temporal dynamics since the local experts discovered by CKNN have the same or similar interests as target users. 3) UPS-CF falls behind ST-SAGE and LCA-LDA, showing the advantages of using the latent topic models to capture users’ interests by exploiting the content of their visited spatial items. Through the medium of content, ST-SAGE and LCA-LDA transfer the users’ interests inferred in the home town to out-of-town regions. In contrast, UPS-CF is a mixture of collaborative filtering and social filtering, which ignores the effect of content. Besides, according to the recent survey in [13], for movement farther than 100km from home location, the probability of visiting the exact same location as a friend has visited in the past is low.

Figure 3.6 shows the recommendation effectiveness on the Twitter dataset. As the social relationship is unavailable on this dataset, UPS-CF has not been evaluated on this dataset. The trend of the comparison result is similar to that presented in Figure 3.5.

There are two parameters in ST-SAGE, namely, the height of the spatial pyramid \((H)\) and the
number of topics \((K)\). The experimental results presented above are obtained with the optimal parameter settings: (1) the optimal height of the spatial pyramid is 5 for both Foursquare and Twitter datasets; (2) the optimal values of \(K\) are 60 for the Foursquare dataset, and 100 for the Twitter dataset.

### 3.5.2.2 Impact of Different Factors

To validate the respective benefits acquired by exploiting the temporal information and the spatial smoothing based on the spatial pyramid, we compare ST-SAGE with the three variant versions: ST-SAGE-S1, ST-SAGE-S2 and ST-SAGE-S3. The results of this comparison are shown in Figures 3.7 and 3.8. From the results, we observe that ST-SAGE consistently outperforms the three variant versions for both out-of-town recommendation and home-town recommendation, which evaluates that the benefit of exploiting the temporal information and the spatial smoothing. We also observe that ST-SAGE-S1 performs better in out-of-town recommendation while ST-SAGE-S2 performs better in home-town recommendation on two datasets. This can be explained by that the personal activity is sparse in out-of-town recommendation and this sparsity leads to inaccuracy in inferring the personal temporal preference in ST-SAGE-S2.

To study the impact of two parameters in ST-SAGE, i.e. \(H\) and \(K\), we tried different setups for these two parameters. Due to space constraints, we only show the Accuracy@10 for the out-of-town recommendation on the Foursquare dataset. We tested the performance of the ST-SAGE model by varying the height of spatial pyramid \(H\) from 2 to 7 and the number of topics \(K\) from 30 to 80. The results are presented in Table 3.2. From the results, we observe that as \(H\) increases, the Accuracy values of ST-SAGE first increase, and then decrease. One possible reason for early increasing of Accuracy values is that increasing the height increases the exploitation of spatial effect and makes

![Figure 3.6: Performance on Twitter Dataset](image-url)
the inference of native and tourist preferences more precise. Later, Accuracy decreases as $H$ gets larger, because increasing the height makes users’ activity data in a region cell sparser. ST-SAGE achieves its best performance when the height of spatial pyramid is set to 5, which could be a trade-off of aforementioned two factors. On the other hand, we also observed that the performance first improves with the increase of the number of topics $K$ and then the increment becomes small. The reason is that $K$ represents the model complexity. Thus, when $K$ is too small, the model has limited ability to describe the data. However, when $K$ exceeds a threshold ($K = 60$), the model is complex enough to handle the data. At this point, it is less helpful to improve the model performance by increasing $K$. Thus, we choose $H = 5, K = 60$ as the best trade-off between the accuracy and efficiency on the Foursquare dataset.
TABLE 3.2: Impact of Parameters

<table>
<thead>
<tr>
<th>Height</th>
<th>Number of Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>0.46</td>
</tr>
<tr>
<td>3</td>
<td>0.464</td>
</tr>
<tr>
<td>4</td>
<td>0.471</td>
</tr>
<tr>
<td>5</td>
<td>0.478</td>
</tr>
<tr>
<td>6</td>
<td>0.456</td>
</tr>
<tr>
<td>7</td>
<td>0.421</td>
</tr>
</tbody>
</table>

3.5.3 Model Training Efficiency

We extend the model inference in Algorithm 2 to the distributed GraphLab system to improve the training efficiency. The training time of ST-SAGE on the Foursquare dataset is reported under different machine settings in Figure 3.9.

The results in Figure 3.9 demonstrate that the training time of ST-SAGE decreases significantly with growing size of distributed GraphLab nodes. We reduce the training time for ST-SAGE from approximately one hundred hours to to less than 10 hours. Though the basic implementation of ST-SAGE is costly, the parallel implementation guarantees the efficiency very well. This clearly shows the advantage of ST-SAGE’s design, which has a model structure that is sufficiently loosely coupled
to guarantee the parallel processing. This model is feasible in practical deployment.

3.6 Conclusion

In this chapter, we propose a spatial-temporal sparse additive generative model, ST-SAGE, for spatial item recommendation, which effectively overcomes the challenges arising from travel locality and spatial-temporal dynamics of user behavior. Specifically, to combat travel locality, ST-SAGE exploits both the co-occurrence pattern of spatial items and their content to infer and transfer user interests. To address spatial dynamics of user behavior, ST-SAGE incorporates the native or tourist preference at the target location. To combat the data sparsity in modeling the temporal dynamics of user behavior, we enhance the model with smoothing by taking advantage of the temporal preferences of the other similar users. To alleviate the data sparsity confronted by the inference of native preference and tourist preference for each region, ST-SAGE employs an additive framework to smooth the preferences over a well-designed spatial pyramid. Besides, we develop a scalable and parallel learning algorithm for ST-SAGE based on the GraphLab to improve the efficiency of the model training, and efficient top-k query processing techniques are deployed to speed up the process of online recommendation. We conduct extensive experiments to evaluate the performance of our ST-SAGE model on two real datasets and one large-scale synthetic dataset. The experimental results reveal the advantages of ST-SAGE over other spatial item recommendation methods, for both out-of-town and home-town recommendations in terms of both recommendation effectiveness and efficiency, which demonstrate the effectiveness of ST-SAGE in facilitating travel for users in their home towns as well as in regions they are not familiar with.
Chapter 4

Leveraging Sequential Information

4.1 Overview

Although human movement exhibits sequential patterns in LBSNs, most current studies on POI recommendations do not consider the sequential influence of locations. Leveraging sequential patterns in POI recommendation is, however, very challenging, considering 1) users’ check-in data in LBSNs has a low sampling rate in both space and time, which renders existing location prediction techniques on GPS trajectories ineffective; 2) the prediction space is extremely large, with millions of distinct locations as the next prediction target, which impedes the application of classical Markov chain models; and 3) there is no existing framework that unifies users’ personal interests and the sequential influence of recently visited locations in a principled manner.

In light of the above challenges, we propose a sequential personalized POI recommendation framework (SPORE) which introduces a novel latent variable topic-region to model and fuse sequential influence with personal interests in the latent and exponential space. The advantages of modeling the sequential effect at the topic-region level include a significantly reduced prediction space, an effective alleviation of data sparsity and a direct expression of the semantic meaning of users’ spatial activities. We evaluate the performance of SPORE on two real datasets. The results demonstrate a significant improvement in SPORE’s ability to recommend POIs compared with the state-of-the-art methods.

4.2 The SPORE Model

In this section, we first present the formal definition of the sequential recommendation, and then describe our sequential personalized recommendation model based on it.
4.2.1 Problem Formulation

Note that, the notations in this chapter are the same with those listed in Table 1.1 if they are not defined specially in this section.

**Definition 7 (Sequence)** A sequence of user $u$, denoted by $S_u = \{(v_1, t_1), (v_2, t_2), \ldots, (v_n, t_n)\}$, consists of an ordered list of elements, where each element $(v_i, t_i)$ indicates that user $u$ visited spatial item $v_i$ at time $t_i$ ($1 \leq i \leq n$ and $t_1 \leq t_2 \leq \ldots \leq t_n$).

**Definition 8 (Predecessor, Successor)** Given a sequence $S_u = \{(v_1, t_1), (v_2, t_2), \ldots, (v_n, t_n)\}$ and a time period threshold $\Delta T$, if $v_i$ and $v_j$ are two items in this sequence and $0 < t_i - t_j \leq \Delta T$, we say $v_j$ is a predecessor of $v_i$. Conversely, $v_i$ is a successor of $v_j$.

**Definition 9 (Predecessor Set)** Given a target user $u$ and time $t$, the predecessor set, denoted as $P_{u,t} = \{v_i | v_i \in S_u, 0 < t - t_i \leq \Delta T\}$, is a set of spatial items visited before $t$ in the given time threshold $\Delta T$.

Following the previous works [88, 87], we assume that only the spatial items in the predecessor set have sequential influence on a user’s decision-making. That is, if the temporal interval between two spatial items is greater than the specified threshold $\Delta T$, it is assumed that there is no influence between the two items. We will study the impact of $\Delta T$ on the quality of spatial item recommendation in Section 4.4.3.

**Definition 10 (User Activity)** A user activity is defined as a five tuple $(u, v, W_v, t, P)$ in this chapter, which indicates that the user $u$ visits the spatial item $v$ described as $W_v$ at time $t$. $P$ is the predecessor set of spatial items that user $u$ has visited before $v$.

Then, given a dataset $D$ as the union of a collection of user profiles, we aim to provide spatial item recommendations for users, stated as follows.

**Problem 3** Given a user activity dataset $D$ and a querying user $u$ at time $t$ (i.e., the query is $q = (u, t)$), our goal is to recommend a list of spatial items that $u$ would be interested in.

4.2.2 Model Structure

**Overview of SPORE.** SPORE is a probabilistic generative model that aims to mimic the process of human decision making when visiting spatial items. It assumes that a user $u$’s decision-making at time
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$t$ is influenced by three factors: 1) her personal interests $\theta^u_{user}$; 2) the influence of the items visited before $t$, $\theta^{seq}_p = \{\theta^{seq}_{p_1}, \theta^{seq}_{p_2}, \ldots, \theta^{seq}_{p_p}\}$; 3) the general public’s preferences $\theta^0$. Figure 4.1 shows the graphical representation of SPORE, and Table 4.1 introduces the notations of model parameters. Our input data (i.e., users’ activity profiles) is modeled as observed random variables in our model, shown as shaded circles in Figure 4.1. Because a spatial item has both semantic and geographical attributes, we introduce a joint latent variable topic-region which corresponds to both a semantic topic (i.e., a soft cluster of words) and a geographical region (i.e., a soft cluster of locations). All three components (i.e., personal interests, sequential effect and the public’s preferences) are modeled as a distribution over a set of topic-regions and influence $u$’s decision-making by generating a topic-region $z$.

The set of topic-regions is obtained by simultaneously mining both the co-occurrence patterns of spatial items and their content information (e.g., tags and categories). By exploring the co-occurrence of spatial items, we capture the latent region information because frequently co-visited spatial items tend to be geographically close. Many recent studies have shown that people tend to explore items...
near the ones they have visited before [42]. The introduction of the latent variable *topic-region* is very helpful in alleviating the issues caused by data sparsity and low-sampling rates. It also contributes to reducing the prediction and parameter space, as the number of topic-regions is much smaller than the number of spatial items.

**Personalization Component.** Inspired by early work on user interest modeling [30], SPORE adopts latent topic-regions to characterize users’ interests in terms of both semantic and geographical aspects. Specifically, we infer an individual user’s interest distribution over a set of topic-regions according to her visited spatial items and their associated contents, denoted as $\theta_{\text{user}}^u$. To capture both the semantic and spatial information, a topic-region $z$ in SPORE is associated with a word distribution $\phi_{\text{topic}}^z$ and a distribution over spatial items $\psi_{\text{region}}^z$ simultaneously. In this way, SPORE enables these two variables to be mutually influenced and enhanced during the topic-region discovery process. The discovered topic-regions cluster the content-similar items and also groups together items with similar spatial information. Note that in the traditional topic models such as LDA, a document contains a mixture of topics, and each word has a hidden topic label. This is reasonable for long documents. However, the “document” $W_v$ associated with a check-in activity is usually short, and is likely to only contain a single topic [89]. Thus in SPORE, all the words in $W_v$ are assigned with a single topic $z$, and they are generated from the same word distribution $\phi_{\text{topic}}^z$.

**Sequential Component.** Given the $i^{th}$ check-in activity of user $u$, let its timestamp be $t_{u,i}$, we model the influence of each spatial item in the predecessor set $P_{u,t_{u,i}}$ denoted as $\theta_{\text{seq}}^{p_1}, \theta_{\text{seq}}^{p_2}, \ldots, \theta_{\text{seq}}^{p_{|P_{u,t_{u,i}}|}}$.

To reduce the exponential complexity of classical $n$th-order Markov Chain to the linear complexity, an intuitive solution is to add the influence of each predecessor, inspired by the idea of $n$th additive Markov Chain in [88, 87]. However, using the $n$th additive Markov Chain has the following limitations: 1) it is an ad-hoc method that requires manual setting of weighting schemes with a decay rate parameter; 2) it ignores the difference between various users by using one common decay rate parameter for all users. In reality, different users tend to have different check-in frequencies and time intervals. Thus, the influence of $n$th items in the predecessor sets of each user are different. That is, the weights of predecessors should be personalized. One natural solution to overcome the two limitations is to learn personalized weights for each user using a traditional mixture model as in Equation 4.1. However, training data is often sparse in LBSNs, especially for each user. It is hard to infer the weighting variables accurately with limited training data. To handle this sparsity problem, inspired by SAGE, SPORE transforms the traditional mixture model into a mixture occurring in terms of natural parameters of the exponential family instead of distributions to avoid computing a weighting scheme.
for each user, as in Equation 4.2. In this way, SPORE also reduces the exponential complexity $|V|^{n+1}$ of classical $n$th order Markov Chain into $|V| \times K$ ($n$ corresponds to $|P_{u,t}|$ in SPORE).

$$P(v|\theta_{P_{u,t,u,i}}^{seq}) = \sum_{j=1}^{|P_{u,t,u,i}|} \lambda_{u,j} P(v|\theta_{p_j}^{seq})$$

$$\sum_{j=1}^{|P_{u,t,u,i}|} \lambda_{u,j} = 1 \quad (\lambda_{u,j} \geq 0)$$

(4.1)

$$P(v|\theta_{P_{u,t,u,i}}^{seq}) = P(v|\theta_{p_1}^{seq} + \theta_{p_2}^{seq} + \ldots + \theta_{P_{u,t,u,i}}^{seq}) = \frac{\exp\left(\sum_{j=1}^{|P_{u,t,u,i}|} \theta_{p_j}^{seq} v^{j}, v\right)}{\sum_{v'} \exp\left(\sum_{j=1}^{|P_{u,t,u,i}|} \theta_{p_j}^{seq} v^{j}, v'\right)}$$

(4.2)

**Public Preference Component.** We incorporate the public’s preference $\theta^0$ to further alleviate the issue of data sparsity. When users have few check-in activities in their profiles, the public’s common preference provides important references for effective recommendations. Additionally, $\theta^0$ plays the role of a background model to make the learned users’ interests more discriminative and personalized, since $\theta^0$ captures the common topics among users. Similarly, we introduce background models for words and spatial items as $\phi^0$ and $\psi^0$, respectively. The background models make the relevant parameters learned for topic-regions more discriminative and meaningful, since $\phi^0$ and $\psi^0$ assign high probabilities to non-discriminative and non-informative words and items. We expect such words or spatial items to be accounted for by the background models.

### 4.2.3 Generative Process of SPORE

The generative process of the SPORE model for a user check-in activity is as follows.

- Draw a topic-region index $z_{u,i}$
  $$z_{u,i} \sim P(z_{u,i}|P_{u,t,u,i}, \theta^0, \theta^{user}, \theta^{seq})$$

- For each content word $w_{u,i,n}$ in $W_{u,i}$, draw
  $$w_{u,i,n} \sim P(w_{u,i,n}|\phi^0, z_{u,i}, \phi^{topic})$$

- Draw a spatial item $v_{u,i}$
  $$v_{u,i} \sim P(v_{u,i}|\psi^0, z_{u,i}, \psi^{region})$$

For each user activity, SPORE first chooses the topic-region this activity is about. To generate the topic-region index $z$, we utilize a multinomial model as expressed in Equation 4.3.

$$P(z_{u,i}|P_{u,t,u,i}, \theta^0, \theta^{user}, \theta^{seq}) = P(z_{u,i}|\theta^0 + \theta^{user} + \theta^{seq}_{P_{u,t,u,i}})$$

(4.3)
Table 4.1: Notations of Model Parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>the number of topic-regions</td>
</tr>
<tr>
<td>$z_{u,i}$</td>
<td>the topic-region assigned to spatial item $v_{u,i}$</td>
</tr>
<tr>
<td>$\theta^0$</td>
<td>the topic-region distribution of the background</td>
</tr>
<tr>
<td>$\theta_{user}^u$</td>
<td>the topic-region distribution, representing the intrinsic interest of user $u$</td>
</tr>
<tr>
<td>$\theta_{seq}^{p_j,v}$</td>
<td>the topic-region distribution of $v^{th}$ spatial item in $p_j$, representing the influence of the $v^{th}$ item</td>
</tr>
<tr>
<td>$\phi_{z}^{topic}$</td>
<td>content word distribution of topic-region $z$</td>
</tr>
<tr>
<td>$\psi_{z}^{region}$</td>
<td>spatial item distribution of topic-region $z$</td>
</tr>
</tbody>
</table>

where $\theta_{seq}^{P_{u,tu,i}}$ is the sum of the influences of all the visited spatial items in $P_{u,tu,i}$. It can be expanded as $\sum_{n=1}^{n=|P_{u,tu,i}|} \theta_{seq}^{P_{u,tu,i},n}$. Once the topic-region $z$ is generated, the spatial item $v$ and the associated content words are generated as expressed in Equations 4.4 and 4.5, respectively.

$$P(v_{u,i} | \psi^0, z_{u,i}, \psi_{region}^{z_{u,i}}) = P(v_{u,i} | \psi^0 + \psi_{region}^{z_{u,i}})$$ (4.4)

$$P(w_{u,i,n} | \phi^0, z_{u,i}, \phi_{topic}^{z_{u,i}}) = P(w_{u,i,n} | \phi^0 + \phi_{topic}^{z_{u,i}})$$ (4.5)

### 4.2.4 Model Inference

Our goal with model inference is to learn the parameters that maximize the marginal log-likelihood of the observed random variables $w$ and $v$. Marginalization is performed with respect to the latent random variable $z$. However, it is difficult to achieve maximization directly. Therefore, we apply a mixture between EM and a Monte Carlo sampler, called the Gibbs EM algorithm [70], to maximize the complete data likelihood in Equation 4.7, where $\emptyset$ is the set of all the parameters. In the E-step, we sample latent topic-region assignments by fixing all of the other parameters using Gibbs sampling. In the M-step, we optimize the model parameters $\emptyset$ by fixing all topic-region assignments. The two steps are iterated until convergence.

More specifically, we iteratively draw the latent topic-region $z$ for all check-in activities in the E-step. According to the Gibbs Sampling, when sampling $z_{u,i}$ as expressed in Equation 4.10, we assume all other variables are fixed. $z_{\sim u,i}$ represents the topic-region assignments for all user activities except...
the $i^{th}$ activity for user $u$. 

$$P(z_{u,i}|z_{u,i}, w, v, u, P, \Theta) \propto \alpha_{u,P,u,t_i,z_{u,i}} \times \prod_{n=1}^{\mid W_{u,i} \mid} \beta_{z_{u,i},w_{u,i,n}} \times \gamma_{z_{u,i},v_{u,i}} \tag{4.10}$$

In the M-step, we optimize the parameters $\Theta$ to maximize the log likelihood of the objective function with all topic-region assignments fixed. To update the parameters, we use the gradient descent learning algorithm PSSG (Projected Scaled Sub-Gradient) \cite{46}, which is designed to solve optimization problems with L1 regularization on parameters. More importantly, PSSG is scalable because it uses the quasi-Newton strategy with a line search that is robust for common functions. Let $L$ be the log-likelihood of the model. According to the limited-memory BFGS \cite{46} updates for the quasi-Newton method, the gradients of model parameters $\Theta^0$, $\Theta^{user}$ and $\Theta^{seq}$ are provided as follows.

$$\frac{\partial L}{\partial \Theta^0_z} = d(z) - \sum_{u=1}^{\mid U \mid} \sum_{i=1}^{\mid D_u \mid} \alpha_{u,P,u,t_i,z_{u,i}} \tag{4.11}$$

$$\frac{\partial L}{\partial \Theta^{user}_{u,z}} = d(u, z) - \sum_{i=1}^{\mid D_u \mid} \alpha_{u,P,u,t_i,z_{u,i}} \tag{4.12}$$

$$\frac{\partial L}{\partial \Theta^{seq}_{z,v}} = d(v, z) - \sum_{j=1}^{\mid D_v \mid} \alpha_{u_j,P_j,z} \tag{4.13}$$

where $d(z)$ is the number of activities assigned to topic-region $z$; $d(u, z)$ represents how many activities are assigned to topic-region $z$ in $D_u$; $d(v, z)$ denotes the number of activities whose predecessor set contains the spatial item $v$ assigned to topic-region $z$; $D_v$ is the set of activities whose predecessor set contains the spatial item $v$; $u_j$ denotes the user who generates the $j^{th}$ activity record in $D_v$ and $P_j$ is the predecessor set of the $j^{th}$ activity in $D_v$.

Similarly, the gradients of model parameters $\Phi^0$, $\Phi^{topic}$, $\Psi^0$, and $\Psi^{region}$ are computed as follows:

$$\frac{\partial L}{\partial \Phi^0_w} = d(w) - \sum_{z=1}^{K} d(z) \times \beta_{z,w} \tag{4.14}$$

$$\frac{\partial L}{\partial \Phi^{topic}_{z,w}} = d(z, w) - d(z) \times \beta_{z,w} \tag{4.15}$$
where \( d(w) \) is the number of activities where the word \( w \) appears, and \( d(z, w) \) is the number of activities where the word \( w \) is assigned to the topic-region \( z \). \( d(v) \) is the number of activities associated with item \( v \), and \( d(z, v) \) represents the number of activities in which topic-region \( z \) is assigned to \( v \).

It is worth mentioning that the Gibbs EM algorithm can be easily expressed and implemented in the GraphLab framework, and the inference procedure can be naturally decomposed for parallel processing.

### 4.3 Spatial Item Recommendation using SPORE

Once we have estimated the model parameter set \( \Theta \), given a querying user \( u_q \) at time \( t_q \), we first retrieve the spatial item predecessor set \( P_q \) for \( u_q \). Then, we compute the probability of user \( u_q \) choosing each unvisited spatial item \( v \) with description \( W_v \), as in Equation 4.18. Then, we return the top-\( k \) spatial items with the highest probabilities as recommendations.

\[
P(\ v, \ W_v | \emptyset, \ u_q, \ P_q) = \sum_{z=1}^{K} P(\ v, \ W_v, \ z | \emptyset, \ u_q, \ P_q)
\]

\[
= \sum_{z=1}^{K} P(z | u_q, \ P_q, \ \Theta^0, \ \Theta^{\text{ser}}, \ \Theta^{\text{seq}}) P(W_v | z, \ \phi^0, \ \psi^{\text{topic}}) P(v | z, \ \phi^0, \ \psi^{\text{region}})
\]

\[
= \sum_{z=1}^{K} \alpha_{u_q, P_q, z} (\prod_{n=1}^{|W_v|} \beta_{z, w_{v,n}})^{|W_v|} \gamma_{z,v}
\]

In Equation 4.18, \( W_v \) denotes the content words describing item \( v \) and \( w_{v,n} \) is the \( n^{th} \) word in \( W_v \). We adopt the geometric mean for the probability of topic \( z \) generating the word set \( W_v \), considering that the number of content words is different for different spatial items.

To accelerate the online recommendation process, we propose a ranking framework in Equation 4.19 which separates the offline computation from the online calculation to the maximum extent.

\[
S(q, v) = \sum_{z=1}^{K} F(z, v) W(q, z)
\]

\[
F(z, v) = (\prod_{n=1}^{|W_v|} \beta_{z, w_{v,n}})^{|W_v|} \times \gamma_{z,v}
\]

\[
W(q, z) = \alpha_{u_q, P_q, z}
\]
4.4 Experiment

In this section, we first present the experiment settings and then demonstrate the experimental results which include the recommendation effectiveness, impact of factors and recommendation efficiency.

4.4.1 Experimental Settings

4.4.1.1 Datasets

We conducted our experiments on Foursquare and Twitter which are the same as the sets in Section 3.5.1.1. The basic statistics of them are shown in Table 4.2.

<table>
<thead>
<tr>
<th></th>
<th>Foursquare</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td># of users</td>
<td>4,163</td>
<td>114,508</td>
</tr>
<tr>
<td># of items</td>
<td>121,142</td>
<td>62,462</td>
</tr>
<tr>
<td># of check-ins</td>
<td>483,813</td>
<td>1,434,668</td>
</tr>
</tbody>
</table>

Table 4.2: Statistics of The Two Datasets

where $F(z, v)$ represents the offline scoring part which denotes the score of spatial item $v$ with respect to dimension $z$. This part is computed offline since it is independent from the query $q = (u_q, t_q)$. On the other hand, $W(q, z)$ is inferred in the online part, denoting the preference of query $q$ on dimension $z$. Note that the main time-consuming components of $W(q, z)$ are also computed offline (e.g., $\theta^0, \theta^{user}$ and $\theta^{seq}$). This design enables separation the online and offline computations to significantly reduce query time.

When a query $q = (u_q, t_q)$ arrives, we first compute the query preference weight on each dimension (i.e., $W(q, z)$), and then aggregate $F(z, v)$ over each dimension with the weight $W(q, z)$ for each spatial item. At last, $k$ spatial items with the highest scores are returned as the query results. SPORE is trained offline, while recommendation performed online is a combination process of the various factors. This scheme guarantees a quick response.
To evaluate the effectiveness, we compared SPORE with the following four methods which are the state-of-the-art spatial item recommendation techniques. The first three methods exploit the sequential influence, while the fourth one does not consider the sequential effect.

**First-order Markov Chain (FMC):** Existing Markov Chain (MC) based methods can be divided into two main categories: classical MC [10, 36] and category based MC [11]. As the complexity of classical $n$th order MC increases exponentially with $n$, we only explored the first order of classical MC (FMC). The existing FMC considers sequential influence by deriving the sequential probability that a user $u$ will visit her next location $v_{n+1}$ based on only the last visited location $v_n$ in the sequence $S_u$.

**Category based hidden Markov model (HMM):** HMM [11] uses a mixed hidden Markov model to predict the category of the user’s activity at the next step and then predicts the most likely location by incorporating the estimated category distribution and spatial-temporal influence through estimated parameters for each factor. By modeling the category level, HMM significantly reduces the modeling and prediction space compared with the classic Markov model.

**LORE:** To overcome the limitation of FMC, LORE [88] first predicts the probability of a user visiting a location by Additive Markov Chain (AMC) which exploits the sequential effect by adding the influence of the user’s recently visited locations. LORE then fuses sequential influence with geographical influence and social influence by multiplying them together. Note that, the social influence is not explored on the Twitter dataset as there is no network information available on the dataset.

**GT-BNMF:** GT-BNMF [43, 45] is a Geographical-Topical Bayesian non-negative Matrix Factorization framework, which is designed to model the joint effect of users’ interests, geographical influence and region-level POI popularity for POI recommendation. No sequence influence is considered by GT-BNMF.

To further validate the benefits brought by considering users’ personal interests, exploiting the sequential influence and considering influence of recently visited items rather than the latest one only, we designed three variant versions of our model. **SPORE-V1** is the first variation of SPORE in which we do not consider users’ personal interests; **SPORE-V2** is the second simplified version where the sequential influence is not exploited; and the last variant, **SPORE-V3** only considers the sequential influence of the latest visited items.
4.4.1.3 Evaluation Methods

Given a user profile, namely a collection of user activities, we first extract the activity sequence of each user. Then, we use the first 80% of activities in the sequence for each user as the training dataset $D_{train}$ and the remaining activities as the test dataset $D_{test}$. To evaluate the recommendation methods, we adopt the evaluation methodology and measurement $Accuracy@k$ which is the same as the metric in Section 3.5.1.3 For each test case, we use the same method as in Section 3.5.1.3 except that we order all of items instead of randomly selected 1000 items. Thus, the $Accuracy@k$ is much lower in this section. We should note that the low accuracy values are common and reasonable in recommendation domain for the following two main reasons. First, both the Foursquare and Twitter datasets have a low density (i.e., the densities of user-item matrix are 0.55% and 0.02% for Foursquare and Twitter datasets, respectively), which usually results in a even more sparse test matrix [84]. In addition, the spatial items in the test data of each user may represent only a small portion of POIs that the user is truly interested in. Thus, in this paper, we focus on the relative improvements we achieved, instead of the absolute values.

4.4.2 Recommendation Effectiveness

In this section, we present the experimental results of all the recommendation methods with well-tuned parameters. There are two parameters in SPORE, namely, the time period threshold ($\triangle T$) and the number of topic-regions ($K$). The experimental results presented in this part were obtained with optimal parameter settings: (1) the optimal time period thresholds are 0.5 day for Twitter dataset and 0.2 day for Foursquare dataset; (2) the optimal values of $K$ are 100 for the Twitter dataset and 140 for the Foursquare dataset. Figures 4.2(a) and 4.2(b) report the recommendation effectiveness on the Foursquare and Twitter datasets, respectively. From the results, we observe that the accuracy values gradually increase with the increasing value of $k$. This is because, by returning more spatial items, it is more likely to discover the ones that users would like to visit. Note that we show only the performance when $k$ is set between 2 and 20. Greater values of $k$ are usually ignored for the top-$k$ recommendation task.

As the check-in data on two datasets are very sparse, the recommendation accuracies for all the comparing methods are low. However, SPORE makes a significant improvement compared with the other competitor methods. On the Twitter dataset, the improvements, in terms of $Accuracy@10$, are 33.57%, 47.03%, 73.2% and 315.99% compared with LORE, HMM, GT-BNMF and FMC, respectively, which clearly demonstrate the advantages of our proposed SPORE model with respect to other
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Figure 4.2: Performance on Foursquare and Twitter Datasets

competitor models. Several observations are made from the results: 1) SPORE, GT-BNMF, LORE and HMM outperform FMC significantly showing the advantages of incorporating both the sequential influences of all recently visited items and other factors (such as geographical, social influence). FMC only considers the sequential influence of the last visited item. 2) On the Foursquare dataset, SPORE, GT-BNMF, LORE and HMM all perform much better than on the Twitter dataset due to that the user-item matrix on Twitter dataset is much sparser than the one on the Foursquare dataset. On the other hand, the average time interval between two adjacent check-ins is much larger on the Foursquare dataset than that on the Twitter dataset. Thus, the sequential effect on the Foursquare dataset is not as obvious as on the Twitter dataset. Thus, FMC which only utilizes the sequential information performs worse on the Foursquare dataset. 3) Both LORE and HMM drop behind SPORE, showing the advantage of seamlessly integrating the multiple factors into a unified framework by avoiding the inference of mixture weights for each factor, especially when the activity data of each user is sparse. LORE considers the sequential effect and other factors by simply multiplying them together, which is oversimplified. HMM accomplishes the fusion by inferring a weight for each factor which is inaccurate when the data is sparse. By contrast, our SPORE adds the effects of all the factors in the exponential space to avoid the inference of weight for each factor to gain improved robustness and accuracy. 4) SPORE outperforms GT-BNMF on both datasets, demonstrating the benefits brought by considering sequential influence in personalized spatial item recommendation.

4.4.3 Impact of Different Factors

In this subsection, to validate the benefits brought by exploiting the users’ personal interests, leveraging the sequential influences and considering all recently visited items rather than only the last
one, we compared our SPORE model with its three variant versions: SPORE-V1, SPORE-V2 and SPORE-V3 respectively. We also studied the impact of the number of topic-regions $K$ and the time threshold $\Delta T$.

The results of comparing SPORE with the three variant versions on both datasets are shown in Figure 4.3. The results show that SPORE consistently outperforms the three variant versions on both datasets, indicating the benefits brought by each factor, respectively. For instance, the performance gap between SPORE and SPORE-V2 validates the effectiveness of leveraging the sequential influence of visited items into recommendation. The improvement of SPORE over SPORE-V3 on both datasets shows the advantage of exploiting the influence of all the visited items in the given time threshold rather than only the last visited one. Another observation is that SPORE-V2 and SPORE-V3 outperform SPORE-V1 significantly, showing that the users’ personal interests play the most important role in spatial item recommendation. It is also worth noting that the performance gap between SPORE and SPORE-V2 on the Twitter dataset is larger than that on the Foursquare dataset. This can be explained by the fact that the sequential information on the Twitter dataset is much denser than that on the Foursquare dataset.

To study the impact of the two parameters in SPORE, i.e. $K$ and $\Delta T$, we tested different setups for these two parameters. Due to space constraints, we have only shown the experimental results for the top-10 recommendation using the Twitter dataset. We tested the performance of SPORE by varying the number of topic-regions $K$ from 70 to 120 and the time threshold $\Delta T$ from 0.2 days to 0.7 days. The results are presented in Table 4.3. From the results, we observe that the performance first improves quickly with the increase of the number of topic-regions and then the increment becomes small. The number of the topic-regions represents the model complexity. Thus, when $K$ is too
small, the model has limited ability to describe the data. However, when \( K \) exceeds a threshold (e.g., \( K = 100 \)), the model is complex enough to handle the data. At this point, it is less helpful to improve the model performance by increasing \( K \). A similar trend is observed for the time period threshold. There are more predecessors when \( \Delta T \) becomes larger according to Definition 8. Thus, the performance improves with the increase of \( \Delta T \). However, when \( \Delta T \) is larger than a threshold (e.g., \( \Delta T = 0.5 \) day), the added predecessors have little influence on the recommendation performance. As a result, we chose \( K = 100, \Delta T = 0.5 \) day as the best trade-off between accuracy and efficiency on the Twitter dataset.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\Delta T & K & 70 & 80 & 90 & 100 & 110 & 120 \\
\hline
0.2 & 0.0620 & 0.0630 & 0.0642 & 0.0654 & 0.0656 & 0.0657 \\
0.3 & 0.0633 & 0.0647 & 0.0660 & 0.0668 & 0.0670 & 0.0670 \\
0.4 & 0.0644 & 0.0660 & 0.0671 & 0.0680 & 0.0681 & 0.0682 \\
0.5 & 0.0650 & 0.0667 & 0.0679 & \textbf{0.0687} & 0.0689 & 0.0690 \\
0.6 & 0.0652 & 0.0670 & 0.0681 & 0.0687 & 0.0690 & 0.0691 \\
0.7 & 0.0653 & 0.0671 & 0.0681 & 0.0688 & 0.0692 & 0.0692 \\
\hline
\end{array}
\]

Table 4.3: Impact of Parameters

4.4.4 Qualitative Analysis of Topic-Regions

In this experiment, we use a case study method to demonstrate the effectiveness of SPORE in detecting topic-regions qualitatively. In this case, we study both the semantic and spatial property for each topic-region on the Twitter dataset. For the semantic analysis of the discovered topic-regions, we choose the top-20 words with the highest generation probabilities \( P(w|z, \phi^{topic}) \) for each topic-region \( z \). Based on the top words and their corresponding generation probabilities, we employ wordle\[^1\] to create word clouds for each discovered topic-region. For the spatial analysis, we present the locations of the top-20 spatial items with the highest generation probabilities \( P(v|z, \psi^{region}) \) on Google Maps for each topic-region \( z \). We present four example topic-regions in Figure 4.4.

From the results, we observe that the presented four topic-regions are located in three different cities and they focus on different subjects. The topic-regions in Figures 4.4(c) and 4.4(d) are both located around Los Angeles. However, they focus on different subjects. The topic-region in Figure

\[^{1}\]http://www.wordle.net/
Figure 4.4: Semantic and Spatial Interpretations of Topic-Regions

4.4(c) mainly focuses on the tourist hot spots in Los Angeles, such as the universities, Beverly Hills and Hollywood while the one in Figure 4.4(d) mainly focuses on the food and nightlife related spots. Thus, the topic-regions discovered by SPORE can be interpreted both semantically and spatially.
4.5 Conclusion

In this chapter, we propose a novel sequential personalized spatial item recommendation framework (SPORE). To effectively overcome the challenges arising from low-sampling rate and huge prediction space, SPORE introduces a novel latent variable topic-region to model and fuse the sequential influence and personal interests in the latent space. A topic-region corresponds to both a semantic topic (i.e., a soft cluster of words) and a geographical region (i.e., a soft cluster of locations). The advantages of modeling sequential effects at the topic-region level include a significantly reduced prediction space, an effective alleviation of data sparsity and a direct expression of the semantic meaning of users’ spatial activities. To seamlessly fuse sequential effects and personal interests in a unified and principled way, we adopt the sparse additive modeling technique to add them to exponential space thus avoiding the inference of mixture weights for each factor. Extensive experiments are conducted to evaluate the performance of SPORE on two real datasets. The results demonstrate the advantages of SPORE.
Chapter 5

Efficient On-line Recommendation

5.1 Overview

Although the online computation for each query is reduced by separating the offline computation from the online computation in both models, the online computation is still inefficient when there are a large number of POIs because it needs to scan every candidate spatial item to compute a ranking score. In many scenarios, there are a large number of candidate spatial items that may be of interest to users. For example, all the spatial items in Australia should be considered for the query where a user living in USA wants to find interesting places in Australia to make a good travel plan. As ST-SAGE supports the switching of queries between different scales of a geo-region (i.e. from country to street), the number of spatial items in some scenarios could be very large. Thus, efficient top-\(k\) recommendation is necessary by reducing the number of spatial items to scan.

5.2 Threshold-Based Query Processing Technique

5.2.1 Motivation

One natural solution for pruning the item search space is to index the spatial items using a tree structure such as R-Tree and Metric Tree, which is similar to the techniques used in KNN problems [90, 91]. Specifically, according to the Equation 3.19, both queries and spatial items are represented by vectors with \(K\) dimensions. For each query, ST-SAGE recommends those spatial items that are most related (or have nearest distance in KNN problems) to the given query. The key difference between our problem and classical KNN problems is that the distance is measured in inner-product
instead of Euclidean distance. This makes the straightforward application of the techniques in KNN problems infeasible in this situation, as inner-products lack a very basic property of coincidence that generally-used similarity functions usually have. For instance, the Euclidean distance of a point to itself is 0 while the inner-product of a point \( v \) to itself is \( \| v \|^2 \), which may be high or low depending on the length of \( v \). This distance coincidence is the basis of addition assumptions. Without addition assumptions, many properties (triangle inequality and coincidence) in existing efficient KNN methods are no longer valid. According to the analysis in [59], the maximum inner-product search is equivalent to nearest-neighbor search in euclidean metric space only if the norms of all the spatial items have the same length, which is, however, impractical in both ST-SAGE and SPORE.

Ram et al. proposed an adapted technique of maximum inner-product search in [59] based on the metric tree. However, according to the analysis in [49], the efficiency of the techniques based on a tree index structure suffers from the curse of the dimension \( K \) which is \( O(K^{12}) \). To find the exact top-\( k \) results by examining the minimum number of items, we extend the Threshold-based Algorithm (TA) [17, 81, 80] in both ST-SAGE and SPORE. This is because, given a query, the proposed ranking functions in Equation 3.19 and 4.18 are both monotonic, so it can easily be expressed in the form of a linear weighting function. As the application of TA in these two models are similar, we only present how to accelerate the on-line recommendation using TA technique in ST-SAGE.

5.2.2 Algorithm Description

In the Threshold based query processing technique, for each location at each time, we precompute \( K \) sorted lists of spatial items for \( K \) topics. For each topic \( z \), we precompute a sorted list of spatial items according to \( F(z,v) \) defined in Equation 3.19. The top spatial item in each list is the item most related to the corresponding topic. When receiving a query \( q = (u,l,t) \), we first obtain \( K \) ranked lists \( L_z, z \in \{1, 2, ..., K\} \). Then, Algorithm 3 is run to compute the top-\( k \) spatial items from all the spatial items in the target region and return them in the result list \( L \). In the algorithm, \( PL, L \) and \( L_z \) are priority lists in which elements are automatically sorted according to their priorities. They have six operations: \( insert(element,priority) \) inserts an element into the list with a specific priority; \( get() \) returns the head element; \( remove() \) removes the head element; \( get(k) \) returns the \( k \)-th element; \( remove(k) \) removes the \( k \)-th element; \( hasMore() \) returns true if the list is non-empty. The result list \( L \) contains the ID of the spatial items and their ranking scores, denoted as \( S(q,v) \) in Equation 3.19.

As is presented in Algorithm 3, the process of the extended TA algorithm can be generalized as follows:
ALGORITHM 3: Threshold-based algorithm

Input: A query \( q = (u, l, t) \); the query preference weights \( W(q, z), z \in \{1, 2, ..., K\} \); priority lists \( (L_1, ..., L_K) \);

Output: List \( L \) with all the \( k \) highest ranked spatial items;

1. \( PL, L = \emptyset, S_{Ta} = \max \);
2. for \( z = 1 \) to \( K \) do
   3. \( v = L_z.get() \);
   4. Compute \( S(q, v) \) according to Equation (3.19);
   5. \( PL.insert(z, S(q, v)) \);
3. \( S_{Ta} = ComputeThreshold() \);
4. while true do
   5. \( nextListToCheck = PL.get() \);
   6. \( PL.remove() \);
   7. \( v' = L_{nextListToCheck}.get() \);
   8. \( L_{nextListToCheck}.remove() \);
   9. if \( v' \notin L \) then
      10. if \( L.size() < k \) then
         11. \( L.insert(v', S(q, v')) \);
      12. else
         13. \( v = L.get(k) \);
         14. if \( S(q, v) \geq S_{Ta} \) then
            15. break;
         16. end
         17. if \( S(q, v) < S(q, v') \) then
            18. \( L.remove(k) \);
            19. \( L.insert(v', S(q, v')) \);
         20. end
      21. end
   22. if \( L_{nextListToCheck}.hasMore() \) then
      23. \( v' = L_{nextListToCheck}.get() \);
      24. Compute \( S(q, v') \) according to Equation (3.19);
      25. \( PL.insert(nextListToCheck, S(q, v')) \);
      26. \( S_{Ta} = ComputeThreshold() \);
   27. else
      28. break;
   29. end
30. end
31. return \( L \).
For each topic, maintain a ranked list $L_z$ of spatial items according to $F(z, v)$;

For the $K$ ranked lists, maintain a priority list $PL$ where the priority of a list $L_z$ is the ranking score of the first item $v$ in $L_z$ (i.e., $S(q, v)$) (Lines 3-7);

In each iteration, select the most promising item (i.e., the first item) from the list that has the highest priority in $PL$ and add it to the result list $L$ (Lines 10-17);

When the size of the result list is no less than $k$ (i.e., $|L| \geq k$), check the $k$-th item $v$ in $L$. If its ranking score is no less than the threshold score which is computed in Algorithm 4 (i.e., $S(q, v) \geq S_{Ta}$), terminate the process (Lines 19-22); else the $k$-th item is either replaced by the current item if its ranking score is lower than that of the current one, or reserved if otherwise (Lines 23-26).

At the end of each iteration, update the priority of the current list as well as the threshold score. (Lines 29-34).

**Algorithm 4: Function Compute Threshold()**

**Input:** A priority list $PL$; priority lists $(L_1, ..., L_K)$; the query preference weights $W(q, z)$, $z \in \{1, 2, ..., K\}$;

**Output:** The threshold score $S_{Ta}$;

1 $S_{Ta} = 0$;
2 **for** $z = 1$ to $K$ **do**
3      $v = L_z.get()$;
4      $S_{Ta} = S_{Ta} + W(q, z)F(v, z)$;
5 **end**
6 return $S_{Ta}$;

Algorithm 4 describes the computation of the threshold score. Given the ranking lists of the remaining unexamined items, the threshold score is obtained by aggregating $F(z, v)$ of the first item $v$ in each list. Clearly, the threshold score is the maximum possible ranking score that can be achieved by the remaining items. It can be achieved only if the first item in all the ranking lists are the same. As a result, if the ranking score of the $k$-th item in the result list $L$ is no less than the threshold score, the process can be terminated immediately because no remaining item will have a higher ranking score than the $k$-th item.
From the computation of the threshold score, we can see that the TA algorithm is able to find the exact top-\(k\) spatial items without computing ranking scores for all spatial items. Additionally, this algorithm is instance optimal, scanning the minimum number of spatial items, and there is no other deterministic algorithm that has a lower optimality ratio \[^{17}\]. Here, instance optimality corresponds to optimality in every instance, as opposed to just worst case or average case.

### 5.2.3 Approximate Algorithm for Top-\(k\) Recommendation

The TA algorithm returns the exact top-\(k\) spatial items with the highest scores, as shown in Algorithm \[^{3}\]. However, in reality, the users may be more interested in a quicker response with an approximate top-\(k\) result. Specifically, for a query \(q = (u, l)\) in Geo-SAGE-RS, an approximate top-\(k\) recommendation returns \(k\) spatial items with approximate highest scores \(S(q, v)\). This problem is formulated in Definition \[^{11}\].

#### Definition 11 (\(\rho\)-approximate top-\(k\) recommendation)

Following the recent work of \[^{80}\], assume \(\rho > 1\), \(\rho\)-approximate top-\(k\) recommendations for a query \(q\) is defined as a list of \(k\) items such that for each item \(v\) in this list and each item \(v'\) not in this list, \(\rho \times S(q, v) \geq S(q, v')\).

Note that the approximate recommendation with \(\rho = 1\) gives the exact top-\(k\) answers.

**Theorem 1** If at least \(k\) items have been seen whose ranking scores are no less than \(S_T a / \rho\), then these \(k\) items are \(\rho\)-approximate top-\(k\) recommendations.

**Proof** to Theorem \[^{1}\]: “At least \(k\) items have been seen whose ranking scores are no less than \(S_T a / \rho\)” indicates that for each item \(v\) in this list, \(\rho \times S(q, v) \geq S_T a\). As for every \(v'\) not in \(L\), \(S_T a \geq S(q, v')\), thus for each item \(v\) in this list and each item \(v'\) not in this list, \(\rho \times S(q, v) \geq S_T a \geq S(q, v')\). According to Definition \[^{11}\] these \(k\) items are \(\rho\)-approximate top-\(k\) recommendations.

\(\rho\)-approximate top-\(k\) recommendation can be achieved by modifying the rule in Line 19 in Algorithm \[^{3}\] to “if \(S(q, v) \geq S_T a / \rho\)”. This new rule indicates that as soon as \(k\) items, whose ranking score is no less than \(S_T a / \rho\) have been seen, then halt (based on Theorem \[^{1}\]).

Furthermore, we can easily extend Algorithm \[^{3}\] to an interactive process so that the recommender system shows the querying user its current view of the top-\(k\) recommendations along with a guarantee of \(\rho\)-approximation to the accurate result. Specifically, we can modify the rule in Line 19 to be an interactive process, as described in Algorithm \[^{5}\]. In this algorithm, after the condition of \(\rho\)-approximate top-\(k\) recommendation has been satisfied by \(L\), the current top-\(k\) result list \(L\) is shown to the querying
user \( u \). If \( u \) is satisfied with the current result, this interactive process is terminated; otherwise, we reduce \( \rho \) with a predefined decay rate and present a more accurate result to \( u \). This process is terminated either when \( u \) is satisfied with \( L \) or \( \rho = 1 \) which means that \( L \) is an accurate result list.

**ALGORITHM 5:** Interactive Process in Recommendation

\[
\text{if } S(q, v) \geq S_{Tr}/\rho \text{ then}
\]

\[
\quad \text{Show the current view of the top-}k\text{ result list } L \text{ to querying user } u; \]

\[
\quad \text{Get feedback from } u; \]

\[
\quad \text{if } u \text{ is satisfied with } L \text{ or } \rho == 1 \text{ then}
\]

\[
\quad \quad \text{break;} \]

\[
\quad \text{end}
\]

\[
\quad \text{else}
\]

\[
\quad \quad /* \eta \text{ is a predefined decay rate with the range (0...1) } */ \]

\[
\quad \rho = \eta \rho; \]

\[
\quad \text{end}
\]

An example of this interactive process of \( \rho \)-approximate top-\( k \) recommendation is given in Figure 5.1. Given a query from a user \( u \) traveling to Brisbane and a predefined \( \rho \), the recommender recommends “Little Greek Taverna” and “Cafe O-mai” to \( u \). However, \( u \) is not satisfied with these two recommendations and chooses “dislike”. Receiving this response, the recommender recomputes the result by reducing \( \rho \) with a predefined decay rate and produces more accurate recommendations: “Lady Marmalade Cafe” and “John Mills Himself”. If \( u \) still does not like this result, this process will continue until \( u \) is satisfied or \( \rho = 1 \), which means that the exact top-\( k \) recommendations are produced.

**5.2.4 Experiments**

In this section, we evaluate the recommendation efficiency in Foursquare and a synthetic dataset.

There are 4163 users, 121142 spatial items and 483813 check-ins in the Foursquare dataset. Every user has approximately 116 check-ins and every spatial item is associated with 4 check-ins on average. To keep the sparsity property on the synthetic dataset, we generate a dataset with 10 million check-ins, 2.5 million spatial items and 86 thousand users to simulate the distribution of the check-ins on the Foursquare dataset.
5.2 Threshold-Based Query Processing Technique

In the efficiency study on the Foursquare dataset, we tested top-$k$ recommendations for the target region with $50km \times 50km$ and $100km \times 100km$ respectively. As there are different numbers of candidate spatial items in different sizes of target regions, there are more spatial items in a target region with $100km \times 100km$ than in a target region with $50km \times 50km$. All the recommendation algorithms are implemented in Java 1.7 and run on a Windows Server with “Intel E5-2690” CPU and 256G RAM.

For the online recommendation efficiency test, we compare ST-SAGE with UPS-CF, CKNN and UTE+SE. We did not compare our model with LCA-LDA and JIM due to the fact that the TA algorithm can also be employed to speed up the online recommendation in these two methods, as the ranking functions in these two methods are also monotonous. For the online recommendation of ST-SAGE, we adopt two methods to utilize the knowledge learned offline to produce recommendations. The first method extends the TA algorithm to produce top-$k$ recommendations and is denoted as “ST-SAGE-TA”. The second method linearly scans all the spatial items in the target region, computes their ranking scores and then recommends the top-$k$ items with the highest scores. This method is called “ST-SAGE-LS”.

![Figure 5.1: An Example of Interactive Process](image)
Figure 5.2: Recommendations Efficiency using TA on Foursquare

Figure 5.2 presents the average online efficiency of the four different methods. On average, our proposed “ST-SAGE-TA” produces top-10 recommendations in 12.1ms and 3.9ms for the target region with $100km \times 100km$ and $50km \times 50km$ respectively. From the figures, we observe that 1) “ST-SAGE-TA” outperforms “ST-SAGE-LS” significantly in all querying regions, which demonstrates that the TA-based query processing technique is efficient; 2) “ST-SAGE-TA” and “ST-SAGE-LS” consistently outperform “CKNN”, “UPS-CF” and “UTE+SE” significantly in all querying regions, showing that the model-based methods produce faster responses to querying users than memory-based methods once the model parameters have been learned offline; 3) the time costs of all algorithms in the target region with $100km \times 100km$ are higher than a target region with $50km \times 50km$ due to the increase of the number of the candidate spatial items; 4) the time costs of all algorithms increase slowly with the increasing number of recommendations ($k$).

To evaluate the scalability of ST-SAGE, on the synthetic dataset, we vary the number of candidate spatial items from 0.5 million to 2.5 million based on the fact that, given a query and the number of recommendations, the efficiency of online recommendation largely depends on the number of available spatial items. Figure 5.3 presents the time cost of producing top-10 recommendations with varying numbers of available items from 0.5 million to 2.5 million. From Figure 5.3 we can see that both “ST-SAGE-TA” and “ST-SAGE-LS” exhibit highly desirable scaling characteristics which are linear to the number of available spatial items. On the other hand, the result also demonstrates that “ST-SAGE-TA” is much faster than “ST-SAGE-LS” (30ms vs. 268ms) when the number of available items is 2.5 million (improvement by a factor of 8.93).
5.3 ALSH-Based Query Processing Technique

5.3.1 Motivation

In reality, the users may be more interested in a quicker response with an approximate top-$k$ result. On the other hand, the Threshold-based algorithm needs to maintain and access $K$ sorted lists of items and frequently update the threshold, which makes it slow when $K$ is large.

5.3.2 Algorithm Description

Locality Sensitive Hashing (LSH) \cite{15} based techniques are common and successful in industrial practice for solving the KNN problem efficiently. Both the running time and the accuracy guarantee of LSH based KNN are in a way independent of the dimensionality of the data. Furthermore, LSH is massively parallelizable, which makes it ideal for large modern datasets. Although LSH is popular in both Euclidean distance and Cosine similarity, there are few work extending LSH to the Maximum Inner-Product Search (MIPS). LSH involves constructing hashing functions $h$ such that the probability of $h(\vec{q}) = h(\vec{v})$ is equivalent to the similarity between the query $\vec{q}$ and the item $\vec{v}$, denoted as $S(\vec{q}, \vec{v})$. For any similarity function to admit a locality sensitive hash function family, the distance function (e.g., $D(\vec{q}, \vec{v}) = 1 - S(\vec{q}, \vec{v})$) must satisfy the triangle inequality \cite{59}. However, inner-product similarity does not satisfy this condition. Thus, LSH cannot be directly applied to MIPS.

Inspired by \cite{64}, we apply two different hash functions to the spatial items and the queries respectively (i.e., $h_1$ for each spatial item $\vec{v}$ and $h_2$ for each query $\vec{q}$), which is called asymmetric LSH.
**ALGORITHM 6: The Algorithm of ALSH**

**Input:** all the spatial items $V$ and a given query $\vec{q}$ (both $\vec{q}$ and each item $\vec{v}$ are represented by a vector over $K$ dimensions);

**Output:** $k$ spatial items with largest $S$ in Equation 4.19

1 **Preprocessing:**
   2 Scale each $\vec{v} \in V$ to have $||\vec{v}||_2 \leq I < 1$;
   3 Append $m$ scalars to each $\vec{v}$ as: $h_1(\vec{v}) = [\vec{v} ; ||\vec{v}||_2^2 ; ||\vec{v}||_2^4 ; \ldots ; ||\vec{v}||_2^{2m}]$;
   4 Use hash function 5.2 to create hash tables for $V$;

5 **Querying:**
   6 Append $m$ 0.5 to the query $\vec{q}$: $h_2(\vec{q}) = [\vec{q} ; 0.5 ; 0.5 ; \ldots ; 0.5]$;
   7 Apply hash function 5.2 on the transformed query to probe buckets to find top-$k$ items;

8 **Return** the found top-$k$ items;

(ALSH). The main idea of ALSH is to transform the MIPS into classic nearest neighbor search by introducing two hashing functions so that the probability of new collision event $h_2(\vec{q}) = h_1(\vec{v})$ satisfies the conditions in the definition of KNN for $S(\vec{q}, \vec{v}) = \vec{q}^T \vec{v}$.

As the application of ALSH in ST-SAGE are similar, we only present how to accelerate the on-line recommendation using ALSH technique in SPORE.

We present the ALSH algorithm in Algorithm 6, where we apply two hash functions $h_1(\vec{v})$ and $h_2(\vec{q})$ to spatial items and queries respectively. In particular, $h_1(\vec{v})$ appends $m$ scalars of the form $||\vec{v}||_2^i$ at the end of the vector $\vec{v}$, while $h_2(\vec{q})$ simply appends $m$ “0.5” to the end of the vector $\vec{q}$. According to [64], we have

$$\arg\max_{\vec{v} \in \{\vec{v}\}} q^T \vec{v} \simeq \arg\min_{\vec{v} \in V} ||h_2(\vec{q}) - h_1(\vec{v})||_2$$

(5.1)

This operation connects MIPS with approximate nearest neighbor search. Therefore, the LSH can then be applied to solve the problem. For a vector $\vec{x}$, the hash function proposed in [15] is applied in SPORE, as follows.

$$h_{a,b}(x) = \left[\frac{\vec{a}^T \vec{x} + b}{r}\right]$$

(5.2)

where $r$ is a fixed real number. There are three parameters in Algorithm 6: $I$, $m$ and $r$. According to empirical analysis in [64], we set $I = 0.83$, $m = 3$ and $r = 2.5$. $a$ is a random vector with each component generated from i.i.d. normal, i.e., $a_i \sim N(0, 1)$, and $b$ is a scalar generated uniformly at random from $[0, r]$. 


Table 5.1: Recommendation Efficiency using ALSH on Foursquare Dataset

<table>
<thead>
<tr>
<th>Methods</th>
<th>Online Recommendation Time Cost (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k = 1$</td>
</tr>
<tr>
<td>ALSH</td>
<td>2.28</td>
</tr>
<tr>
<td>TA</td>
<td>4.64</td>
</tr>
<tr>
<td>LS</td>
<td>20.20</td>
</tr>
</tbody>
</table>

**Bound Analysis.** Inspired by the bound analysis of L2LSH in [15], we can conclude that:

1) if $S(\vec{q}, \vec{v}) \geq S_0$, then $Pr(h_{a,b}(h_1(\vec{v}) = h_2(\vec{q}))) \geq F_r(\sqrt{1 + m/4 - 2S_0 + I2^{m+1}})$, which means that the probability that $\vec{v}$ is placed in the same bucket as $\vec{q}$ is larger than a specific fraction;

2) if $S(\vec{q}, \vec{v}) \leq cS_0 (0 < c < 1)$, then $Pr(h_{a,b}(h_1(\vec{v}) = h_2(\vec{q}))) \leq F_r(\sqrt{1 + m/4 - 2cS_0})$;

where the function $F_r$ is defined in Equation 5.3 and $\Phi(x)$ is the cumulative density function of standard normal distribution. $S_0 > 0$ and it corresponds to the constant in $S_0$-near neighbor search of query $\vec{q}$ in LSH.

$$F_r(d) = 1 - 2\Phi(-r/d) - \frac{2}{\sqrt{2\pi}(r/d)}(1 - e^{-(r/d)^2/2})$$  (5.3)

In this way, we can construct data structures with worst case $O(n^\rho \log n)$ query time guarantees, where $\rho$ is computed with Equation 5.4. According to the analysis in [64], for any given $c < 1$, there always exist $I < 1$ and $m$ such that $\rho < 1$. This way, we obtain a sublinear query time algorithm.

$$\rho = \frac{\log F_r(\sqrt{1 + m/4 - 2S_0 + I2^{m+1}})}{\log F_r(\sqrt{1 + m/4 - 2cS_0})}$$  (5.4)

### 5.3.3 Experiments

This experiment is to evaluate the efficiency of our proposed online recommendation algorithm ALSH on both the real-life and large-scale synthetic datasets which are the same as the datasets used in Section 5.2.4. We compare ALSH with two algorithms. The first algorithm is the threshold algorithm (TA) developed for online recommendation in Section 5.2. The other algorithm is the linear-scanning method (LS) that linearly scans all spatial items by computing a ranking score for each item according to Equation 4.19 and selects top-$k$ ones with highest ranking scores. All the online recommendation algorithms were implemented in Java (JDK 1.7) and ran on a Windows Server 2012 with 256G RAM.

Table 5.1 presents the average online efficiency of the three different methods on the Foursquare dataset. On average, our proposed ALSH produces top-10 recommendations in 2.74ms. From these
results, we observe that 1) ALSH outperforms LS and TA significantly, which demonstrates that
ALSH-based query processing technique is much more efficient; 2) the time costs of all methods
increase with the increasing number of recommendations ($k$).

To further evaluate the scalability of SPORE, another experiment is conducted on the synthetic
dataset. We vary the number of candidate spatial items from 10 million to 50 million based on the
fact that, given a query and the number of recommendations ($k$), the efficiency of producing online
recommendation mainly depends on the number of the available spatial items. Figure 5.4 presents
the time costs for producing top-10 recommendations by varying number of available items from 10
millions to 50 millions. From Figure 5.4, we can see that ALSH reduces the processing time for each
online query significantly compared with both LS (1.35s vs 11.98s) and TA (1.35s vs 4.21s) when
the number of spatial items is 50 million. This improvement is crucial to enhancing the online users’
experience in the real-life scenario where the number of spatial items is very large.

**Discussion about the Accuracy of ALSH:** LS returns the exact top-$k$ spatial items with highest
ranking scores. However, ALSH finds the approximate top-$k$ spatial items with highest ranking sco-
res. To evaluate the accuracy of ALSH in making recommendations, we compared the Accuracy@$k$
values of ALSH with the ones of LS. Figure 5.5 presents comparison results on the Foursquare data-
set. From Table 5.1 and Figure 5.5, we can see that ALSH reduces the online query time significantly
(about 87.80%) at the cost of a minor accuracy lose (8.69%) in producing top-10 recommendations,
compared with LS.
5.4 Conclusion

In this chapter, we proposed two methods to accelerate the online recommendation, motivated by the fact that the online computation in both models proposed in Chapter 3 and 4 is inefficient when the number of spatial items is large. Both methods aim at reducing the number of POIs to be scanned in online recommendation. To prune the item search space, we first proposed an instance optimal algorithm: the Threshold based algorithm (TA). This algorithm is able to return the exact top-$k$ items by scanning the minimum number of spatial items. Considering that, in reality, the users may be more interested in a quicker response with an approximate top-$k$ result, we also demonstrated an approximate algorithm based on TA. As the Threshold based algorithm needs to maintain and access $K$ ($K$ is the number of topics) sorted lists of items and frequently update the threshold, which makes it slow especially when $K$ is large, we proposed another algorithm based on Locality Sensitive Hashing (LSH). This new algorithm is called as asymmetric LSH (ALSH). The main idea of ALSH is that it transform the Maximum Inner-Product Search into classic nearest neighbor search by introducing two hashing functions to the spatial items and queries respectively.
Chapter 6

Conclusion and Future Work

We mainly focused on how to build effective models for POI recommendation in LBSNs in two cases:

- In Chapter 3, we proposed a spatial-temporal sparse additive generative model, ST-SAGE, to cope with the problem in out-of-town spatial item recommendation, which effectively overcomes the challenges arising from travel locality and spatial-temporal dynamics of user behavior. Specifically, to combat travel locality, ST-SAGE exploits both the co-occurrence pattern of spatial items and their content to infer and transfer user interests. To address spatial dynamics of user behavior, ST-SAGE incorporates the native or tourist preference at the target location. To combat the data sparsity in modeling the temporal dynamics of user behavior, we enhanced the model with smoothing by taking advantage of the temporal preferences of the other similar users. To alleviate the data sparsity confronted by the inference of native preference and tourist preference for each region, ST-SAGE employs an additive framework to smooth the preferences over a well-designed spatial pyramid. Besides, we developed a scalable and parallel learning algorithm for ST-SAGE based on the GraphLab to improve the efficiency of the model training. We conducted extensive experiments to evaluate the performance of our ST-SAGE model on two real datasets. The experimental results reveal the advantages of ST-SAGE over other spatial item recommendation methods, for both out-of-town and home-town recommendations in terms of both recommendation effectiveness and efficiency, which demonstrate the effectiveness of ST-SAGE in facilitating travel for users in their home towns as well as in regions they are not familiar with.

- In Chapter 4, we proposed a novel sequential personalized spatial item recommendation framework (SPORE). To effectively overcome the challenges arising from low-sampling rate and
Conclusion and Future Work

huge prediction space, SPORE introduces a novel latent variable topic-region to model and fuse the sequential influence and personal interests in the latent space. A topic-region corresponds to both a semantic topic (i.e., a soft cluster of words) and a geographical region (i.e., a soft cluster of locations). The advantages of modeling sequential effects at the topic-region level include a significantly reduced prediction space, an effective alleviation of data sparsity and a direct expression of the semantic meaning of users’ spatial activities. To seamlessly fuse sequential effects and personal interests in a unified and principled way, we adopted the sparse additive modeling technique to add them to exponential space thus avoiding the inference of mixture weights for each factor. Extensive experiments were conducted to evaluate the performance of SPORE on two real datasets. The results demonstrate the advantages of SPORE.

To accelerate the on-line recommendation process in both cases, we proposed two on-line query processing techniques.

- **TA.** TA algorithm is able to find the exact top-$k$ spatial items without computing ranking scores for all spatial items. Additionally, this algorithm is instance optimal, scanning the minimum number of spatial items, and there is no other deterministic algorithm that has a lower optimality ratio.

- **ALSH.** In reality, the users may be more interested in a quicker response with an approximate top-$k$ result. On the other hand, the TA algorithm needs to maintain and access $K$ sorted lists of items and frequently update the threshold, which makes it slow when $K$ is large. Thus, we designed an asymmetric Locality Sensitive Hashing (ALSH) technique to speed up online top-$k$ recommendations by extending the traditional LSH to the Maximum Inner-Product Search (MIPS) by applying two different hash functions to the spatial items and the queries respectively.

- We have evaluated the two techniques on one real-life dataset and one large scale synthetic dataset. The results show the superiority of these accelerating methods in on-line recommendation.

Future work could adapt these models to the stream data or concentrate on making recommendation for the cold-start users.

- **Stream Data.** All these models we proposed are static, which means that they are one-time trained and then used to predict the users’ behavior. However, as we all know, the social data
is generated all the time. For example, about half a billion tweets are generated every day [52]. Thus it’s essential that these models are able to adapt to the new generated data dynamically. In recent years, there are increasing literatures exploiting stream settings in both general recommender systems [6] and social media [54, 73]. However, to the best of our knowledge, there is very few work studying POI recommendation in stream settings on location-based social networks.

- Cold-Start Users. All the models in this thesis aim at providing recommendations for the users with history activities, which are known as warm-start users. However, recommendation for the cold-start users are crucial as providing them with a good initial experience is essential to growing the user base of the systems. This problem is more acute for newly-launched recommender systems. Even for relatively mature recommender systems, a vast majority of the customers are actually cold-start users and the participation frequency of customers follows a power-law distribution [99]. Recommendation for cold-start users is challenging as traditional methods, such as the well-known collaborative filtering (CF) approaches, would fail for these users, because the system knows very little about the target users’ preferences.
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