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Abstract

Minimizing scan time without compromising image quality has been the main thrust of magnetic resonance imaging (MRI) since the establishment of the field. Tremendous effort has been put into MRI systems in pursuit of faster MR imaging techniques, which can substantially facilitate clinical diagnoses and improve the patient experience. Traditional MRI accelerated approaches mainly focused on hardware improvements to improve the speed of scanning. These methods are still governed by Nyquist-Shannon sampling rate. Hence, when the acceleration rate is pushed beyond the theoretical limit, aliasing artefacts are introduced which degrade the reconstructed image quality and are difficult to eliminate via current methods. Recently, it has been found that a newly developed signal processing theory, compressed sensing (CS), can be used to create high-resolution signal data sets from sparse samples, despite violating the classical Nyquist-Shannon sampling criteria. The application of CS to MRI opens up an appealing avenue to offer potentially significant scan time reductions. CS reconstructs MR images from incomplete k-space measurements. Taking advantage of the fact that MR images have sparse representations under certain mathematical transformations, CS overcomes the distortions resulting from the under-sampled k-space data. Significant progress has been made in the development of CS MRI. However, there are two major remaining challenges to its full adoption in clinical applications: (1) the small amount of under-sampled data (for example, less than 1/8 of the whole k-space data) will inherently introduce artefacts in the reconstructed image and compromise diagnosis accuracy for the reconstructed images; (2) owing to hardware limits, it is difficult to realise two-dimension random under-sampling, which is favoured by CS operation. Practically, the random phase-encode under-sampling pattern has been widely implemented. However, it introduces coherent aliasing artefacts that are hard to eliminate using the CS theory.

In this thesis, several techniques are proposed that can improve the quality of images reconstructed by CS MRI. These techniques have the potential to facilitate faithful reconstruction of CS MRI in clinical applications. A novel two-stage reconstruction scheme is introduced in Chapter 3. In this method, the under-sampled k-space data is segmented into low-frequency and high-frequency parts. Then, in stage one, using dense measurements, the low-frequency region of k-space data is faithfully reconstructed. The fully reconstituted low-frequency k-space data from the first stage is then combined with the under-sampled high-frequency k-space data to complete the second stage reconstruction of the whole image. With this two-stage approach, each reconstruction inherently incorporates a lower data under-sampling rate than conventional approaches. Because the restricted isometric property is easier to satisfy than conventional CS method, the reconstruction consequently
produces lower residual errors in each step. Results from different MR test cases demonstrate the remarkable improvement in the quality of reconstruction using the proposed approach.

Chapter 4 then introduces a novel approach to reduce the aliasing artefacts induced by random phase-encode under-sampling. The proposed reconstruction process is separated into two steps in our new algorithm. In step one, we transfer the original two-dimensional (2D) image reconstruction into a parallel one-dimensional (1D) signal reconstruction procedure, which takes advantage of the superior incoherence property in the phase direction. In step two, using the new k-space data obtained from the 1D reconstructions, we then implement a follow-up 2D CS reconstruction to produce a better solution, which exploits the inherent correlations between the adjacent lines of 1D reconstructed signals. Validated by experiments, the proposed method achieves more accurate reconstruction results and effectively suppresses the coherent artefacts introduced by random phase-encode under-sampling.

Chapter 5 introduces a novel non-Cartesian trajectory, a pseudo-polar (PP) trajectory, instead of random phase-encode under-sampling pattern in a Cartesian grid. As a compromise with the hardware limitations, a Cartesian trajectory is widely used in current CS MRI, even though it introduces coherent aliasing artefacts in the corresponding random phase-encode under-sampling pattern. Compared with the conventional Cartesian trajectory, the PP trajectory collects more data from the central k-space region and the radially sampled data are more incoherent. These properties are very suitable for CS based fast imaging. When reconstructing under-sampled PP data with CS, PP Fast Fourier Transform (FFT) is implemented to realize the fast and accurate transform between k-space and image domain. Based on the standard 1D FFT and the Fractional Fourier Transform (FRFT), PPFFT avoids the time-consuming interpolation process in the transform of other non-Cartesian trajectories. Investigated by simulations and in vivo experiments, the proposed scheme provides a practical and accurate CS-based rapid MR imaging method for clinical applications.

This thesis presents a series of original research contributions as described above. The key novelty of these CS MRI methods relies upon the exploitation of the features of the MRI data. These methods have been tested with typical MR datasets, and the experimental results suggest that, these innovative methods are capable of producing high quality MRI images with reduced scan time (usually 4-8 times faster). These new CS MRI methods have the potential for both clinical and preclinical applications.
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1. Introduction

1.1 Motivation

As arguably the most important diagnostic imaging method ever developed, magnetic resonance imaging (MRI) offers unprecedentedly detailed anatomic and functional information of the human body. As such, MRI is now the method of choice in the diagnosis of the entire spectrum of human diseases, some of which are not easily diagnosed by any other imaging modalities. In the MRI scanning process, the patient is placed in a strong static magnetic field, in which the water protons within the body resonate at a radio frequency that is proportional to the static field strength. A number of detectors operating at the same radio frequency (usually called RF coils) are placed around the patient to excite and receive the MR signals. These signals are spatially encoded by gradient coils and digitally recorded in a computer system. The raw image data is acquired in the frequency domain (usually called the $k$-space), which is used to reconstruct diagnostic images using a Fourier Transform technique. Limited by physical and physiological constraints, the chronological acquisition of the full $k$-space is intrinsically slow. The lengthy scan process in MRI examinations introduces physiological motion artefacts, causes additional discomfort to the patient and reduces the temporal resolution critical for depicting specific details like cardiac dynamics. Thus, existing MR technology can fall short in some circumstances in its capacity to provide high quality diagnostic images. Also, the imaging speed limits further applications of MRI which require real-time output for dynamic imaging.

Minimising scan time without compromising image quality has been one of the main thrusts of MRI research. In traditional rapid MRI techniques, two main streams have been developed for imaging acceleration. The first one is based on full $k$-space scanning which uses a combination of fast gradients and RF coil pulse sequence [1-3]. While these methods have some drawbacks, such as (1) technological challenges associated with fast gradient coils and intensive sequences in hardware; (2) degraded image quality caused by eddy current distortions and nonlinear gradient magnetic fields; and (3) stimulation of the peripheral nerve and the potential to interfere with heart-muscle activity caused by the fast switched gradient [4]. The second approach is parallel imaging (PI), which is based on partial $k$-space sampling. PI uses multiple receive RF coils to implement simultaneous $k$-space under-sampling and reconstruct the whole image with prior information from the RF coils’ distinctive sensitivity profiles. Many different PI algorithms have been developed to reconstruct the image, for example, Sensitivity Encoding (SENSE) [4, 5] and Generalised Autocalibrating Partial Parallel
Acquisition (GRAPPA) [6]. However, these PI methods force a trade-off between image quality and temporal resolution owing to: (1) the coil sensitivity maps being difficult to accurately obtain; (2) the noise of the PI not being distrustful or constant across the images but instead depending on the geometric factor, which is a spatially dependent parameter; (3) the moderate acceleration rates (usually less than four-fold) in clinical routine.

A recently developed technique, compressed sensing (CS) [7], a novel fast imaging technique that uses partial k-space sampling to reconstruct the image, is making a major impact on accelerating MRI speed [8-10]. CS is a relatively new signal processing theory; it combines the sampling and compression into one step by measuring fewer samples that contain more information about the signals [7, 11]. Utilizing a “getting more from less” strategy, CS eliminates the need to acquire large numbers of samples and aims to reconstruct signals from significantly fewer measurements than previously thought necessary using the traditional Nyquist criterion. In theory, CS can faithfully reconstruct MR images from highly incomplete k-space measurements and significantly reduce the scan time.

According to these mathematical properties, there are three key elements that must be acquired for a successfully application of CS in MRI [9]:

- **Transform sparsity**: The MR images should be represented in a known transform domain with a very small number of pixels with large values and the rest with zero or infinitesimal values.
- **Incoherence of under-sampling artefacts**: The artefacts introduced by the partial k-space sampling should be noise-like (incoherent) in the sparsifying transform domain.
- **Nonlinear reconstruction**: Through a nonlinear reconstruction algorithm, an artefact-free image can be recovered by enforcing both the sparsity of the signals representation and consistency of the reconstruction with the acquired samples.

Theoretically, the three conditions can be clearly met. However, the conventional CS methods suffer from at least two limitations in the real application of MRI. First, when CS is applied to some specific cases in dynamic MR imaging, the real-time imaging requirement pushes for a higher acceleration rate to shorten the scan time. With the same sparse transform, the less sampled data cannot cover enough important coefficients to compress the image without losses. The lossy information leads to residual incoherent artefacts in the reconstruction that CS fails to recover and, thus, degrades the quality of the reconstructed images. Second, the ideal two-dimensional (2D) random k-space under-
sampling with great incoherence is impractical due to hardware and physiological constraints. Instead, a one-dimensional (1D) random under-sampling scheme can be easily realized by adapting the Cartesian trajectory widely used in MRI. Meanwhile, it has a weak performance in incoherence and introduces coherent aliasing artefacts which are hard to handle using CS. The alternative non-Cartesian under-sampling schemes have the required incoherence. However, the reconstruction of images from the $k$-space data sets acquired by non-Cartesian trajectories requires more computation time and achieves less accurate in results than using sampling based on a Cartesian trajectory. These constraints limit the further application of non-Cartesian trajectories in rapid imaging with CS, leading to inaccurate image reconstruction for diagnosis purposes.

To resolve the issues of conventional CS applications in MRI, this thesis will develop three novel reconstruction strategies by exploiting the data properties to improve the image quality reconstructed by CS for rapid MRI. The first one takes advantage of the distribution of $k$-space data and an iterative strategy is proposed to overcome the first limitation. The other two were contributed to break through the second limitation from different angles. The second method applies the $k$-space Fourier transform by parts to suppress the aliasing interference introduced by the weak incoherence of one-dimensional under-sampling. The third method brings in a novel non-Cartesian trajectory, which keeps the property of incoherence for CS and realize the fast and accurate transform between $k$-space and image domain.

1.2 Thesis outline

The remainder of this thesis is organized as follows.

Chapter 2 starts with a brief introduction of MRI, which specifically provides the current acceleration techniques in MRI and the motivation of applying CS to speed up MRI scanning. Then, a description of CS is given which covers its theoretical validation. And finally, a detailed introduction of CS being applied in MRI is provided and related typical applications are reviewed.

In Chapter 3, a novel two-stage CS reconstruction technique is proposed that uses a $k$-space segmentation scheme to address the challenge of high reduction factors in CS MRI. Considering the inhomogeneous power distribution of the $k$-space data, a $k$-space segmentation scheme is applied to separate the $k$-space data into a central region and peripheral regions. Utilizing the segmentation scheme, an image outline can first be reconstructed based on the densely sampled $k$-space centre. Combining the peripheral $k$-space data, a full image is then accurately recaptured by using the
recovered low frequency $k$-space region. With this two-stage approach, each reconstruction inherently incorporates a lower data under-sampling rate than the conventional non-staged approach. Consequently, fewer residual reconstruction errors are introduced, which improves the quality of reconstructed images especially at high reduction factors.

Chapter 4 focuses on the incoherence issue to reduce the large coherent aliasing artefacts introduced by the random phase-encode under-sampling of Cartesian $k$-space trajectory. We take advantage of $k$-space features to separate the 2D image reconstruction into a series of parallel 1D signal reconstructions. With the excellent 1D incoherence property in the phase-encoding direction of the under-sampling pattern, the 1D CS algorithm is implemented to recover the series of parallel 1D signals. Using the $k$-space data obtained from the parallel 1D signal reconstructions, we then implement a second 2D CS reconstruction to recover the whole image. The aliasing artefact suppression in the serial 1D signal reconstructions and the junction enhancement of 1D signals in the following 2D reconstruction effectively improve the reconstructed image quality.

In Chapter 5, a novel CS-based imaging scheme is proposed to incorporate a pseudo-polar trajectory for MR data sampling. As a non-Cartesian $k$-space sampling scheme, a pseudo-polar trajectory has a superior performance in incoherence, which can eliminate the coherent aliasing artefacts in conventional CS MRI based on a Cartesian trajectory. Compared with a radial trajectory, a representation of a non-Cartesian trajectory, a pseudo-polar trajectory uses the concentric squares distribution and equal-slope spokes to replace the concentric circles distribution and equal-angle spokes in a radial trajectory. The similarity demonstrates pseudo-polar trajectory inherits the low motion sensitivity of radial trajectory. The concentric squares distribution ensures that the pseudo-polar trajectory can cover the corners of the square $k$-space, which missed by the circular sampling region of a radial trajectory. The high-frequency information in the corners can preserve the image details/edges. Moreover, using the corresponding pseudo-polar Fourier transform, it is straightforward process to reconstruct the image from the raw $k$-space data, which is an obstacle to other non-Cartesian trajectories. The promising results based on simulation and experimental data demonstrate the performance and feasibility of the proposed method.

Finally, in Chapter 6, this thesis will conclude with a summary of the contributions of my research, in terms of improving the reconstruction quality of CS MRI. In addition, some insights into possible future applications will be discussed.
2. Compressed Sensing MRI

The purpose of Chapter 2 is to illustrate the framework of Compressed Sensing MRI. In Section 2.1, the MR image formation is briefly introduced and the reasons for introducing compressed sensing to MRI are explained. Then in Section 2.1.1, the theoretical basis of compressed sensing is reviewed. The requirements for applying CS to MRI and some applications of CS in MRI are presented in Section 2.3.

2.1 MRI image formation and acceleration techniques

MRI is a powerful noninvasive medical imaging technique; it provides anatomical images based upon a phenomenon called nuclear magnetic resonance (NMR) discovered in 1946 by Bloch and Purcell [12]. The MR technique was first used as a research tool for determining the structures of molecules. Later, Lauterbur ([13], 1973) and Mansfield ([14, 15], 1977), who were joint Nobel Prize winners in 2003, developed the technology for medical imaging purposes and made pioneering contributions leading to the development of the modern MRI empire, which represented a significant breakthrough in the medical field. As arguably the most important diagnostic imaging method ever developed, MRI offers unprecedented detailed anatomic and functional information on the human body, and as such, MRI is now the method of choice for the diagnosis of the entire spectrum of human diseases. Over 25,000 MRI scanners have been installed into the various services of clinical diagnosis and research around world [16].

As a tomographic imaging technique, MRI provides visualization of internal tissue structures and functions of an object from externally measured NMR signals. NMR is the resonance phenomenon arising from the interactions of the nuclei of the imaged object and the homogenous static magnetic fields generated by the main magnet. Then, the resonance signals are localized by the low-frequency linear gradient fields through three orthogonal gradient coils. Finally, the radio-frequency (RF) system uses a transmitter coil to generate an RF magnetic field to excite the tissue and a receiver coil is used to convert the processing NMR signals into a recordable electrical signal. So the main magnet, a set of gradient coils and one or more RF coils combine to form the basic components of an MRI system [17]. All of these operations are in the RF range, thus avoiding the use of ionizing radiation and its associated potential harmful effects. In contrast to other tomographic imaging devices, MRI can generate 2D sectional images at any orientation, 3D volumetric images, or even 4D images representing spatial-spectral distributions without any additional mechanical adjustments [17].
MR images are not directly acquired in image domain during the data collection. Rather, the readout MR signals are stored in a $k$-space which is equivalent to a Fourier plane. A $k$-space is a deconstructed representation of spatial frequencies inherent in the original object. Although the $k$-space and the MR image appear quite different, they contain identical information about the scanned object. Figure 2-1 illustrates the relationship between the $k$-space domain and the image domain. Each point in a $k$-space domain holds specific spatial frequency and phase information about each pixel in the entire image, and vice-versa. These two representations can be interconverted using the Fourier Transform.

![Figure 2-1. The relationship between $k$-space and the corresponding image.](image)

As we know, it is practically impossible to sample the MR signals with infinite frequency information. In order to represent the object faithfully in the prescribed resolution and field-of-view (FOV), the data to fill the $k$-space are sampled discretely from the MR signal and satisfy the conventional standard, the Nyquist-Shannon sampling theorem. As long as the theorem is followed, the data can be acquired in any order/trajectory. Although the non-Cartesian trajectories such as spiral and radial (refer to Figure 2-2a and Figure 2-2b) are becoming popular in MRI these days, the line-by-line Cartesian trajectory (seeing Figure 2-2c) is widely used in current MRI systems and has been used nearly exclusively in MRI systems over the last 30 years.
Figure 2-2. Typical $k$-space sampling trajectories.
An example of a conventional 2D line-by-line Cartesian trajectory is illustrated in Figure 2-3. The full $k$-space data are positioned by frequency encoding and phase encoding with magnetic gradient fields. During the frequency encoding, the gradient amplitude is constant and all the points on one row along the $k_x$ direction can be obtained rapidly within one repetition time (TR) using either a spin or gradient echo [17]. As the echo signal is recorded in quadrature, each point in the $k$-space contains real and imaginary components. In phase encoding, the gradient amplitude is normally varied to switch the rows while the gradient duration is kept constant. So each column along the $k_y$ direction represents the line of data points that are obtained for a given amplitude of the phase encoding gradient. The distance between each adjacent row or column is denoted as $\Delta k$, which determines the FOV of the final image. The distance from the centre to the boundary of the $k$-space is denoted as $k_{\text{max}}$, which determines the resolution of the final image.

Figure 2-3. The $k$-space data acquisition by traditional line-by-line Cartesian MRI.
In the scenarios of high resolution or wide FOV of the images, large amount of $k$-space data is required to meet the Nyquist–Shannon criterion, which can only be acquired by scanning the $k$-space domain along the frequency-encoding direction in a sequential manner. Therefore, the MRI acquisition time can be lengthy. Thus, the loud noise introduced by the high amount of electric current supplied to the system makes patients uncomfortable and leads to some involuntary movement. Additionally, patients are asked to hold their breath in abdominal/thoracic imaging and that is almost infeasible for children and people with respiratory disease or obesity. Consequently, all of these motions during the data acquisition period result in motion artefacts in the final images.

Most physiologic motions such as respiration, cardiac pulsation and gross body movement occur from within a hundred milliseconds to several seconds. Compared with the frequency encoding sampling period, these motions are relatively slow and will only introduce a small number of spatial artefacts along the frequency encoding direction. However, the phase encoding sampling period is generally equal to or longer than the interval of most physiologic motions, therefore, the majority of motion artefacts propagate in the phase encoding direction. There are two types of common artefacts due to motion: blurring and ghost (or misregistration) [17]. The blurring artefact (see Figure 2-4b) is produced by random/nonperiodic movements. The ghost artefact (see Figure 2-4c) is caused by regular/periodic motion like cardiac motion, respiratory motion, vascular pulsation and cerebrospinal fluid pulsation. These motion artefacts significantly affect the quality of MR imaging and sow confusion about a patient’s pathology.

In addition to the motion artefacts, the low imaging speed of MRI further limits it application in dynamic or rapid imaging. To overcome the limitations, many innovations in accelerating the scan duration have been tried throughout the history of MRI. In general, these techniques can be separated into accelerated fully-sampled acquisition and acceleration by under-sampled acquisition, which will be reviewed in the following section.
2.1.1 Accelerated full $k$-space acquisition

Accelerated full $k$-space acquisition applies the techniques of $k$-space encoding acceleration and still collects the full $k$-space data following the Nyquist–Shannon sampling theorem. Several sequences have been successfully implemented, such as: Fast spin-echo (FSE) imaging and Echo-Planar imaging (EPI).
2.1.1.1 Fast Spin-Echo (FSE) imaging

FSE imaging, also well known as Turbo spin-echo (TSE) imaging, is the clinical practice of Rapid Acquisition with Refocused Echoes (RARE) [18]. The theory was proposed by Hennig et al. in 1986 [18] and conceptually, FSE is an extension of the conventional spin-echo (CSE) [17]. Instead of encoding only one line of the $k$-space per repetition time using CSE, FSE/TSE techniques change the hardware setup so that multiple lines of $k$-space can be encoded per repetition time. The turbo factor, namely the echo train length (ETL), is typically set as 4 to 32 for routine imaging or up to 200 for some specific applications [19].

In addition to the imaging acceleration, the implementation of FSE offers other advantages such as enhanced signal-to-noise ratio (SNR), improved spatial resolution and reduced susceptibility included signal losses. Meanwhile, the FSE has several practical limitations. The first is that FSE may deposit excessive RF power on the object being imaged, due to the fact that a number of pulses are applied in a short time interval in the sequence. This will bring potential hazard to the patients. The second limitation is that FSE may introduce imaging blurring and Gibbs ringing artefacts along the phase-encoding direction, due to the inherent $T_2$ decay during the formation of the echo train [17]. Although $T_2$ decay occurs in both the readout and phase-encoding directions, the imaging blurring is more pronounced in the latter direction. The reason is that the time interval between the first and the last echo is several times longer than a typical readout time interval. In addition, the $T_2$-weighting function along the phase-encoding direction is discontinuous, which will result in the point spread function (PSF) oscillating to introduce the Gibbs ringing artefacts.

2.1.1.2 Echo-Planar Imaging (EPI)

Benefiting from the development of and improvements in MRI hardware, imaging systems with the resultant improved gradient and digital data acquisition technology can acquire each slice within 50-100 ms [17]. EPI is one of these ultra-high-speed imaging techniques. The method was proposed by Mansfield [15] in 1977 and is accomplished by a time-varying gradient. This technique allows the collection of the full $k$-space data for a whole image after a single RF excitation [15]. In this method, a new trajectory, a blipped trajectory (see Figure 2-5), is implemented to traverse the whole $k$-space. EPI can effectively decrease the artefacts due to patient motion and is able to image rapid physiologic processes of the human body. Nevertheless, EPI images suffer from the maximum attainable resolution, which is limited by the $T_2^*$ value. In addition, EPI is sensitive to the inhomogeneity of main magnetic fields. High-performance gradients are also required by EPI to avoid gradient error in
imaging. Both of them are caused by hardware limitations. Furthermore, the off-resonance effects and susceptibility effects can affect the performance of EPI by leading to significant artefacts in obtained images [17].

2.1.2 Acceleration by partial $k$-space acquisition

Acquiring partial $k$-space data is a straightforward way to accelerate the scan time. However, as the amount of acquired data cannot satisfy the Nyquist–Shannon criterion, the introduced artefacts degrade the image quality. The kernel of acceleration by under-sampled $k$-space acquisition is exploiting additional information to recover the images with acceptable image quality. Partial Fourier imaging, parallel imaging and compressed sensing reconstruction are the three main branches of this class of acceleration methods.

2.1.2.1 Partial Fourier imaging

Fast Fourier Transform (FFT), as the key to building the relationship between the $k$-space and image domains, has some inherent mathematical properties that should be exploited. A nice conjugate symmetry property exists in the $k$-space data, specifically for image with a real quantity. In such a

![Blipped trajectory used by EPI to traverse the whole $k$-space for data acquisition.](image)

*Figure 2-5. Blipped trajectory used by EPI to traverse the whole $k$-space for data acquisition.*
case, the signals at two opposite locations in $k$-space has the following relationship: $F(k_x, k_y) = F^*(-k_x, -k_y)$. One example is illustrated in Figure 2-6. In theory, this means that we only need half of the $k$-space data to generate an entire MRI image [20] especially the magnitude information of the image is principally regarded. Two typical practices of this accelerating technique are shown in Figure 2-7 and have been applied to all major brands of MRI scanners as options, and are generally known as read conjugate symmetry (“Partial Echo” by GE and Philips, “Half Echo” by Hitachi, “Asymmetric Echo” by Siemens) and phase conjugate symmetry (“Fractional Numbers of Excitations” by GE, “Half scan” by Philips and Hitachi, “Half Fourier” by Siemens). However, to the cost of reduced scan duration, there is a corresponding reduction in SNR by a factor of $\sqrt{\frac{1}{2}}$ as compared to a comparable fully-sampled sequence. Furthermore, the phase errors introduced in the process of $k$-space data collection will break the conjugate symmetry and make the approximation inaccurate.

![Figure 2-6. Conjugate Symmetry of FFT in real-value functions. The example shown as is a pair of points P and Q, that are located diagonally across the origin of the k-space domain from each other. If the data at P is a complex number $a+bi$, the data at Q is immediately known to be P complex conjugate, $a-bi$.](image)
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Since the 1990s, phased-array coils have been widely used in MRI to improve the SNR [21]. With multiple receivers to acquire signals simultaneously, additional coil information was employed to reconstruct images from acquired partial $k$-space data, which was normally referred to as parallel imaging (PI). In PI, multiple-receiver RF coils are used to implement simultaneous $k$-space sub-sampling; the object images are then reconstructed with the help of spatial sensitivity information intrinsic to individual coils. One example is illustrated as Figure 2-8. Four receiver coils were set surrounding an object to detect the MRI signal arising from one selected pixel (see the red dot in Figure 2-8). As each coil has different relative position to the objective tissue, the signal collected by each coil can be defined as a function of position. The difference in sensitivities between individual coil elements in a receive array is well-known as sensitivity maps (see Figure 2-9). The additional information contained by sensitivity maps can unfold wrapped data from each coil and estimate the missing lines of the $k$-space data.

**Figure 2-7. Two types of partial Fourier imagings. Left: Read-conjugate Symmetry, Right: Phase-conjugate Symmetry.**
Figure 2-8. The principle of parallel imaging: use coil sensitivity information to assist in spatial location.

Figure 2-9. The sensitivity maps and the corresponding fully sampled images of the 4 coil elements as shown in Figure 2-8.
In the algorithms of PI to reconstruct artefact-free images from the under-sampled \(k\)-space data of each coil, the sensitivity encoding (SENSE) technique [4, 5] and the generalized auto-calibrating (GRAPPA) technique [6] are used to represent the two general categories. SENSE reconstructs the image in the image domain by acquiring a separate low resolution scan and combining the sensitivity maps to unfold the aliased signals mathematically. GRAPPA reconstructs the images in the \(k\)-space domain by fully sampling a small central portion of the \(k\)-space and calculating the missing harmonic \(k\)-space before standard inverse Fourier transformation. Actually, there is large interchange between the image-based and the \(k\)-space-based techniques.

PI is widely used in clinical imaging and has proved to be sufficiently robust. The majority of modern MR systems are built using at least one of the parallel imaging methods. The implementation of PI has significantly reduced the image acquisition time and the susceptibility artefacts. Notwithstanding these benefits, this class of acceleration methods is also limited by several factors. First, the acceleration factor of PI is commonly less than the number of coil elements in the receive array. The faithful reconstruction of PI is under the primary assumption that individual coils in the array can provide enough unique spatial information. If the acceleration factor is greater than the number of coil elements, the reconstruction process becomes an underdetermined problem. The additional information provided by sensitivity maps is not sufficient for PI to unfold wrapped images and estimate the missing \(k\)-space data. This leads to the apparent coherent artefacts and enhanced noise in the reconstructed images [17, 22-24]. One simulation of GRAPPA with four coil elements is illustrated in Figure 2-10. When the acceleration factor is equal to the number of coils, the aliasing artefacts are obvious in the reconstruction of PI (see Figure 2-10c) even in optimal conditions. In practice with the effects such as noises in measurements, the real acceleration factor is far less than the theory limitation to ensure the quality of reconstructed images for diagnosis. The second factor is accuracy of the sensitivity map, which is decided by the geometrical arrangement and correlation of the array [17, 22-24]. Because the kernel of PI reconstruction method is matrix inversion and the matrix is formed by the sensitivity maps, the small error in the estimation of coil sensitivity can be amplified to large errors in the reconstructed images. Limited by the hardware, it is difficult to accurately measure the sensitivity maps. The third consideration is that all PI methods extract a significant penalty in SNR. The reduced \(k\)-space data acquisition is an inevitable reason for the loss of SNR. The other reason is related to the spatially correlated nature of multiple RF receivers. Factors such as the number, size and orientation of the different coil elements can result in an inhomogeneous SNR within a slice. In addition, the geometric layout of the RF array may not be ideal to provide
sufficient independent information to reconstruct the aliased images from each coil [25]. This limits the application of PI to only situations with enough SNR [17, 22-24].

2.1.2.3 Compressed Sensing

The formerly mentioned two acceleration methods to acquire partial $k$-space data both apply the strategy of regularly missing out the scanning line and combining the additional information to perfectly reconstruct the image in ideal situation. In contrast to these two kinds of methods, Compressed Sensing applies a random under-sampling scheme to make the artefacts noise-like. Meanwhile, CS tends to make the reconstructed image approximate to the original one in a high possibility instead of an extra accurate reconstruction. The concept of CS was theoretically elucidated by Donoho [7] and its application in MRI was later introduced by Lustig et al [8]. Figure 2-11 shows

Figure 2-10. The simulated GRAPPA reconstructions with four coil elements using different acceleration factors. (a) Original image. (b) Reconstruction at an acceleration factor of 2. (c) Reconstruction at an acceleration factor of 4. (d) Reconstruction at an acceleration factor of 6.
the flowchart of the process of applying CS in MRI. The design of the under-sampling pattern and
the optimal reconstruction algorithm are the kernels of CS MRI, which will be further investigated in
section 2.3. First, an overview of the theory of CS will be presented.

![Flowchart of applying CS in MRI](image)

**Figure 2-11. The flowchart of applying CS in MRI.**

### 2.2 The fundamentals of Compressed Sensing

The limitation of achieving enough samples can occur in multiple scenarios, such as limited number
of data capturing devices, expensive cost in measurement or high time consumption in capturing data,
like MRI. As a new mathematical framework, CS theory provides a promising solution. Banking on
finding sparse solutions to underdetermined linear systems, CS asserts that the signals can be
reconstructed from far less sampled data than required by the traditional Nyquist paradigm [11].
Essentially, CS merges compression into sampling, which measures only the important coefficients
of the signals during the acquisition by compression and enables near-perfect reconstruction of the
original signals.

To precisely state the problem mathematically, suppose the N dimensional signal $\mathbf{x} \in \mathbb{R}^N$ be our
signal of interest. As prior information, $\mathbf{x}$ is assumed to have the property of *sparsity*, which means
very few entries of the signal have non-zero coefficients. Further, let $A$ be a $M \times N$ matrix as *sensing matrix*, which acquires $M \ll N$ measurements. The Compressed Sensing problem can be formulated as recovering $x$ from the knowledge of $y = Ax$.

Now, we face an underdetermined linear system with infinite solutions. Therefore, the theory of CS has three key elements to guarantee the unique reconstruction. The subsequent sections are built up by these three elements: sparsity, sensing matrix, and recovery algorithms.

### 2.2.1 Sparsity

The obtained signal with the property of sparsity is the prior assumption of CS theory. Fortunately, many natural signals such as sound and image signals can become sparse in terms of their projection on suitable basis. For example, a single-frequency sine wave does not exhibit sparsity when recorded over a time domain. However, using the Fourier transform, the transformed vector has all its information in two peaks in the frequency domain. If an image is taken, as shown in Figure 2-12(a), the majority of the coefficients in the image matrix are large (indicated by a lighter colour). Meanwhile, it is well known that a variety of representation systems, such as discrete cosine transforms (DCT), total variation (TV), wavelets [26, 27] and shearlets [28], can provide sparse approximations of most natural images. Figure 2-12(b) illustrates the wavelet decomposition of

![Figure 2-12. Sparse representation of an image via a multiscale wavelet transform. (a) Original image. (b) Wavelet representation. Pixels with large coefficients are represented by light colour, while pixels with small coefficients are represented by a dark colour. Observe that most of the wavelet coefficients are close to zero.](image)

transforms.
Figure 2-12(a). It can be clearly seen that most coefficients have a small absolute value, indicated by a darker colour. By setting the small coefficients to zero, we can obtain a good approximation of the original image, as the example in Figure 2-13 shows. Hence, sparsity can indeed provide a reasonable foreknowledge of the signals to be sensed. The common notion of sparsity states that a vector has at most $s$ non-zero coefficients as a $s$-sparse signal.

Figure 2-13. Sparse approximation of a natural image. (a) Original image. (b) Approximation of the image obtained by reserving only the largest 10% of the wavelet coefficients in (a).

**Definition 2.1:** Signal $x$ is defined as $s$-sparse if:

$$ \|x\|_0 = \#\{i: x_i \neq 0\} \leq s \quad (2-1) $$

where $x = (x_i)_{i=1}^N \in \mathbb{R}^N$, $\|\cdot\|_0$ is the $l_0$ norm, the symbol $\#$ donates a number sign. The set of all $s$-sparse vectors is denoted as $\Sigma_s$ [29].

Generally, the signals we deal with are not themselves sparse, but which admit a sparse representation in a proper basis $\Phi$. In this case, we will still refer to $x$ as being $s$-sparse.

**Definition 2.2:** Signal $x$ is defined as $s$-sparse in basis $\Phi$ if:

$$ x = \sum_{i=1}^N \varphi_i \alpha_i, \text{ s.t. } \|\alpha\|_0 = \#\{i: \alpha_i \neq 0\} \leq s \quad (2-2) $$

where the basis $\Phi = (\varphi_i)_{i=1}^N \in \mathbb{R}^N$, which herein is called the `sparsity basis' [29].
2.2.2 Sensing matrix

In the case where the original signal $x$ is sparse, the design of sensing matrix $A$ is critical to ensure it can preserve the information in the signal [30]. In this segment, the emphasis is on the desirable properties of sensing matrix $A$, which prove the accurate recovery of signal $x$ from the measurements $y = Ax$.

2.2.2.1 Null space condition

In order to get the unique recovery of $x$ from measurements $y = Ax$, any pair of distinct vectors $x, x' \in \Sigma$ should make $Ax \neq Ax'$. Otherwise, it is impossible to distinguish $x$ from $x'$ with only the measurements $y$. If $Ax = Ax'$ is observed, we can get $A(x - x') = 0$ with $x - x' \in \Sigma_{2s}$. It means that $A$ can uniquely represent all $x \in \Sigma$ if and only if $N(A)$ contains no vector in $\Sigma_{2s}$, where $N(A) = \{z : Az = 0\}$ is the null space of $A$. As there are many equivalent ways to characterize the property, we introduce the most common one: spark [31].

**Definition 2.3:** Given an $M \times N$ matrix $A$, the spark of $A$ is the minimum number of linearly-dependent columns within $A$, denoted by $\text{spark}(A)$.

**Lemma 2.1:** Given an $M \times N$ matrix $A$, then

$$\text{spark}(A) = \min \{s : N(A) \cap \Sigma \neq \{0\}\}$$ (2-3)

and $\text{spark}(A) \in [2, M + 1]$.

Straightforwardly, the notion enables us to derive the following guarantee.

**Theorem 2.1** [31]: For any vector $y \in \mathbb{R}^M$, there exists at most one solution $x \in \Sigma$, such that $y = Ax$ if and only if $\text{spark}(A) > 2s$.

Therefore, Theorem 2.1 yields that the minimum amount of measurements for unique recovery should satisfy $M \geq 2s$.

The spark provides a complete characterization of exactly sparse vectors. However, the signals we deal with in practice are often approximately sparse. Thus, more restrictive conditions should be considered for the null space of $A$.  
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**Definition 2.4 [29]:** Given an $M \times N$ matrix $A$, it satisfies the null space property (NSP) of order $s$ if there exists a constant $C > 0$ for all $h \in N(A)$ and all index sets $|\Lambda| \leq k$ such that,

$$
\|h_\Lambda\|_2 \leq C \frac{\|h_{\Lambda^c}\|_1}{\sqrt{s}}
$$

(2-4)

where $\Lambda \subset \{1,2,\ldots,N\}$ is a subset of indices and $\Lambda^c = \{1,2,\ldots,N\}\setminus \Lambda$, $h_\Lambda$ is the length N vector by setting the entries of $h$ indexed by $\Lambda^c$ to zero.

To illustrate the implications of NSP in dealing with general non-sparse $x$, the following theorem states how to measure the performance of sparse recovery by NSP.

**Theorem 2.2 [32]:** Let $A: R^N \rightarrow R^M$ denote a sensing matrix and $\Delta: R^M \rightarrow R^N$ denote an arbitrary recovery algorithm. If the pair $(A, \Delta)$ satisfies:

$$
\|\Delta(Ax) - x\|_2 \leq C \frac{\sigma_s(x)_1}{\sqrt{s}}
$$

(2-5)

then $A$ must necessarily satisfy the NPS of order $2s$, where $\sigma_s(x)_1 = \min_{\hat{x} \in \Sigma_s} \|x - \hat{x}\|_1$ and $\hat{x} \in \Sigma_s$.

This guarantees the NSP of order $2s$ is sufficient to exactly recover all possible $s$-sparse signals, but also ensures the robustness to recover non-sparse signals directly depending on how well the signals are approximated by $s$-sparse vectors [29].

2.2.2.2 The restricted isometry property

While NSP is both necessary and sufficient for guaranteeing the exact recovery of sparse signals, it is under the scenario without the consideration of noise. So it is necessary to consider stronger conditions in practice when facing the noise contaminated measurements or quantization errors. To address this, an isometry condition was introduced for matrix $A$ [33] in following notion.

**Definition 2.5:** Given an $M \times N$ matrix $A$, it satisfies the restricted isometry property (RIP) of order $s$, if there exists a $\delta_s \in (0,1)$ such that

$$
(1 - \delta_s)\|x\|_2^2 \leq \|Ax\|_2^2 \leq (1 + \delta_s)\|x\|_2^2 \quad \text{for all} \quad x \in \Sigma_s
$$

(2-6)

To any measurements vectors $y_1 = Ax_1$ and $y_2 = Ax_2$, $y = Ax$, RIP measures whether the distance between the two vectors is proportional to distinguish the correlated sparse signals $x_1$ and $x_2$. Thus,
the fulfilment of the RIP is sufficient for many algorithms to be able to successfully recover a sparse signal from noisy measurements and maintain the stability of solutions. The notion automatically ensures the robustness to noise and establishes its critical role in CS.

In the application of CS, we also need to consider how many measurements are adequate to satisfy the RIP. The following theorem [34] establishes the measurement bounds.

**Theorem 2.3:** Given an $M \times N$ matrix $A$, that satisfies the RIP of order $2s$ with constant $\delta \in \left(0, \frac{1}{2}\right]$. Then

$$M \geq C \log \left(\frac{N}{s}\right)$$  \hspace{1cm} (2-7)

where $C = \frac{1}{2 \log(\sqrt{2}+1)} \approx 0.2817$.

As mentioned formerly, the RIP is a strictly stronger than the NSP. The following notion [29] will prove that if a matrix satisfies the RIP, then it will also satisfy the NSP.

**Theorem 2.4:** Given an $M \times N$ matrix $A$, it satisfies the RIP of order $2s$ with constant $\delta_{2s} < \sqrt{2} - 1$. Then $A$ satisfies the NSP of order $2s$ with constant $C = \frac{\sqrt{2}\delta_{2s}}{1-(\sqrt{2}+1)\delta_{2s}}$ \hspace{1cm} (2-8)

### 2.2.2.3 Mutual coherence

Apparently, spark, NSP and RIP can be part of the design criteria of a sensing matrix. However, there is a combinatorial computational complexity in verifying whether a matrix $A$ can satisfy any of these criteria. As in each case, there exist $C_s^N$ submatrices that need to be essentially considered. When applying CS to large-scaled signals, it is NP hard and prohibitive. In practice, we prefer to utilize the properties of $A$ which are computable to provide more substantive guarantees. The mutual coherence of the matrix is one option [35-36].

**Definition 2.6:** The mutual coherence of a given $M \times N$ matrix $A$, denoted as $\mu(A)$, is the largest absolute inner product between any two columns $\alpha_i, \alpha_j$ of $A$:

$$\mu(A) = \max_{i \neq j} \frac{|\langle \alpha_i, \alpha_j \rangle|}{\| \alpha_i \|_2 \| \alpha_j \|_2} \in \left[ \sqrt{\frac{N-M}{M(N-1)}}, 1 \right] \hspace{1cm} (2-9)$$
The upper bound of $\mu(A)$ is straightforward to calculate in the case that two columns of the matrix are linearly dependent. The lower bound of $\mu(A)$, known as the famed Welch bound [37], can be reached by the optimal Grassmannian frames [38]. Meanwhile, as $M \ll N$ is assumed in the statement of CS, the lower bound can be further approximated as $\mu(A) \geq \frac{1}{\sqrt{M}}$

The mutual coherence can also be related to the formerly introduced spark, NSP and RIP by some explicit constructions.

**Lemma 2.2**: For any matrix $A$,

$$\text{spark}(A) \geq 1 + \frac{1}{\mu(A)} \quad (2-10)$$

By merging Theorem 2.1 with Lemma 2.2, the uniqueness can be guaranteed if the following condition is posed on matrix $A$.

**Theorem 2.5**: Given an $M \times N$ matrix $A$, if

$$s \leq \frac{1}{2} \left( 1 + \frac{1}{\mu(A)} \right) \quad (2-11)$$

Then for each measurement vector $y \in \mathbb{R}^M$, there exists at most one signal $x \in \sum_s$ such that $y = Ax$.

Together with the lower bound of $\mu(A)$ in Equation (2-10), Theorem 2.5 provides the upper bound on the level on signal sparsity $s$ for a unique recovery using mutual coherence: $s = O(\sqrt{M})$.

Theorem 2.5 also connects mutual coherence to RIP as shown follows:

**Lemma 2.3** [29]: If $A$ has unit-norm columns and mutual coherence $\mu(A)$, then $A$ satisfies the RIP of order $s$ with $\delta = (s - 1)\mu(A)$ for all $s < \frac{1}{\mu(A)}$.

These relations allow us to easily compute or estimate other properties, if a sensing matrix is constructed for a particular one.
2.2.3 Recovery algorithm

Based on the preconditions that the original signal $x = \varphi \alpha$ is $s$-sparse in basis $\varphi$ and given measurements $y = Ax$ provides an assurance of accurate recovery, it is intuitive to consider recovering $x$ by constructing an optimization problem to ensure the signal sparsity as:

$$\hat{\alpha} = \arg \min_{\alpha} \|z\|_0 \text{ subject to } z \in \beta(y)$$  \hspace{2cm} (2-12)

where $\beta(y) = \{ z : \varphi z = y \}$ or $\beta(y) = \{ z : \|\varphi z - y\|_2 \leq \varepsilon \}$ to ensure that $\hat{x} = \varphi \hat{\alpha}$ is consistent with the measurements $y$.

Under the suitable assumptions on sensing matrix $A$, the perfect recovery exists in probability [39, 40]. While the objective $l_0$ norm minimization is nonconvex, it has combinatorial complexity, which is not rewarding to solve it in practice. Finding a solution for a general matrix $A$ to approximate the true minimum is considered to be NP-hard [41].

One alternative is to translate the problem into another tractable form, such as to replace $\|\cdot\|_0$ ($l_0$ norm) with its closest convex approximation $\|\cdot\|_1$ ($l_1$ norm) [42-52], which is denoted as:

$$\|x\|_1 = \sum_{i=1}^{N} |x_i|$$  \hspace{2cm} (2-13)

This leads Equation (2-12) to the following optimization problem, which is also known as basis pursuit (BP):

$$\hat{\alpha} = \arg \min_{\alpha} \|z\|_1 \text{ subject to } z \in \beta(y)$$  \hspace{2cm} (2-14)

Provided that objective function is convex, Equation (2-14) has the computational complexity which is polynomial with the signal length [53]. Furthermore, when $\beta(y) = \{ z : \varphi z = y \}$, the optimization problem can be adapted as a linear program [38].

Translating $l_0$ minimization to $l_1$ minimization not only deduces a provably accurate recovery, but also leads to the ability to utilize a tremendous number of different algorithms, which are designed to give efficient and accurate numerical solution in the context of CS. In the following section, we will briefly overview three typical types of algorithms: convex optimization, greedy algorithm and combinatorial algorithms.
2.2.3.1 Convex optimization

Equation (2-14) has illustrated the constrained version of the convex optimization. Meanwhile, there are several equivalent forms of this problem. In the literature [54, 55], the unconstrained version is the one used by the majority of convex optimization algorithms, and is shown as follows:

\[
\hat{x} = \arg \min_z \frac{1}{2} \|A\phi z - y\|_2 + \lambda \|z\|_1
\]  

(2-15)

where \( \lambda \) is a particular parameter to make these two problems equivalent.

Basis Pursuit (BP) [42], Basis Pursuit De-Noising (BPDN) [42], modified BPDN [56] are the popular algorithms of convex optimization. In addition to the BP-based solutions, various adapted convex optimization algorithms predated the field of CS, such as interior-point methods [10], projected gradient methods [57], and iterative thresholding methods [58]. All these algorithms solve the sparse recovery problem by linear programming [59], which requires very few measurements for exact reconstruction, but is computationally costlier.

2.2.3.2 Greedy algorithms

To balance the computational complexity and number of measurements, greedy algorithms do a good trade-off in solving the sparse representations [39, 60-70]. Relying on iterative approximation of the coefficients and the support of the signals, this class of algorithms display superiorities in execution speed and implementation. The approximated solutions are guaranteed to have remarkably similar performance to those obtained by convex optimization approaches [29].

There are two well-known simplest greedy approaches: Orthogonal Matching Pursuit (OMP) [67, 71] and Iterative hard thresholding (IHT) [72]. The OMP approach finds the columns of sensing matrix \( A \) most correlated with the measurements in a greedy fashion. At each iteration, the least square error of the partial estimate and the original measurement is minimized. The stopping criterion can be either the maximum number of iterations or minimum signal residual. The IHT approach implements a more straightforward way to iterate a gradient descent step followed by hard thresholding until meeting the stop criterion of convergence. However, the performance of this kind of algorithm in computational costs will degrade when the recovered signal is not very sparse [11].
2.2.3.3 Combinatorial algorithms

Compared to convex optimization and greedy algorithms, combinatorial algorithms are extremely fast and efficient. To the $s$-sparse signal $x \in \mathbb{R}^N$, the complexity of the convex optimization and greedy algorithms is at least linear to $N$ [29]. Meanwhile, the complexity of combinatorial algorithms can be linear to the $s$ [29, 73, 75]. However, the advantage in calculation speed is based on many specific measurements, which requires the broad freedom in designing the sensing matrix $A$. The full control over sensing matrix $A$ limits the practical application. Heavy Hitters on Steroids (HHS) pursuit [74], Chaining Pursuits [76] and sub-linear Fourier transform [77] are typical examples of this class of algorithms [11, 29].

2.3 The application of Compressed Sensing in MRI

2.3.1 Requirements of applying CS for MRI

As mentioned in section 2.1, the data acquired by MRI is in the frequency domain ($k$-space) which means each sample is the linear combination of all the image pixels. In addition, most of MR images are represented sparsely in an appropriate transform domain [8]. Both the coded nature of MR acquisition and the transform sparsity of other MR images, reveal the natural fit between CS and MRI [8, 9, 26]. Generally, the successful application of CS in MRI is based on three fundamental requirements: transform sparsity, incoherence of under-sampling artefacts and nonlinear reconstruction.

2.3.1.1 The transform sparsity of MR images

The sparsity of MR images can be well demonstrated by a series of sparsifying transform. The main challenge is choosing the appropriate transform for a particular sort of MR images to exploit the sparsity. The total variation (TV) sums the gradients in intensity between neighbouring pixels [17]. The summary of the absolute variations in the pixels has a compressive performance in MR angiography, which is already sparse in the image domain and primarily used to detect boundaries of the blood vessels [8]. Meanwhile, it is often used as a finite-difference penalty as well when other sparsifying transforms are implemented in the objectives [8, 63]. Wavelet transforms, which are central to the JPEG-2000 image compression standard [78], have proved to be a powerful sparsity constraint for nature and real-life images [8]. As a multiscale representation, both the coarse and fine details can be identified by the corresponding coefficients. The coefficients also offer the information
in the time and frequency domains simultaneously. For brain and cardiac images, wavelet transforms have advantages in handling the textures of these images [8]. Singular value decomposition (SVD), well known as a factorization of a matrix in linear algebra, has also validated its advance as a sparsifying transform with properties of being data adaptive and having low computational complexity [79]. In dynamic MRI, the spatiotemporal correlations within different frames can be exploited and the sparsity in different dimensions can be extended by 3D wavelet transform or Higher-order Singular Value Decomposition (HOSVD) [80].

The joint use of different sparsifying transforms and other prior knowledge can further reduce the sparsity of images to improve the reconstructions of CS. However, deciding how to balance the weightings between different constraints and determine the optimal values is becoming more complex as the number of constraints increase [17].

2.3.1.2 Pseudo-random under-sampling pattern

As mentioned in section 2.2.1, the sparsity provides an estimation for the number of \( k \)-space data implementers that need to be sampled to get an accurate reconstruction. With the number of samples, the design of the under-sampling scheme has an impact on the performance of CS MRI. According to the criteria in section 2.2.2, the artefacts introduced by \( k \)-space under-sampling should be noise-like (incoherent) in the sparsifying transform domain [8]. The Monte-Carlo design procedure is implemented to find an optimal under-sampling pattern that maximizes the incoherence for a limited number of samples [8].

Another consideration arises from the non-uniform energy distribution of the MR image in the \( k \)-space, as the majority of the \( k \)-space energy concentrates near the origin part and fall away rapidly towards the periphery [8]. To address these two issues, the variable density random under-sampling pattern was put forward and is extensively used in CS MRI [81].

Although the real random under-sampling scheme proves to have perfect performance in CS MRI, using the relative under-sampling trajectory to get a true random subset of the \( k \)-space is almost infeasible. As in any practice, any trajectory must follow the MRI hardware and corresponding physiological constrains [8]. As mentioned in section 2.1, Cartesian and non-Cartesian trajectories are the two types of sampling trajectories in practise. A Cartesian grid is the most commonly used trajectory in MRI because of its robustness in data collection, practical implementation and simple reconstruction. However, in its application for CS, the random phase-encode under-sampling by
Cartesian trajectory is demonstrated to be coherent when compared with real random under-sampling [8]. The main reason is that the incoherence of random phase-encode under-sampling is only in one dimension (the phase-encoding direction). In addition, the uniform weighting of the $k$-space collection in the Cartesian grid contradicts the non-uniform $k$-space energy distribution. It brings with it the burden of an under-sampling scheme to keep the balance between central and periphery parts acquisition. In the section 1.1, we have illustrated the performance degradation in CS MRI caused by the limitation of the random phase-encode under-sampling design and the related solutions used to improve the quality of the reconstructed images. For the non-Cartesian approaches such as radial and spiral trajectories, the non-uniform sampling density agrees with the $k$-space distribution to gain higher SNR and collect more important data points for a faithful reconstruction. Nevertheless, as mentioned in section 1.1, there is no fast and accurate Fourier transform for a non-Cartesian grid to connect the frequency and image domains [82]. This limitation restricts the extent of applications of non-Cartesian trajectories in CS MRI.

2.3.1.3 Image reconstruction

In addition to an appropriate sparsifying transform and a suitable under-sampling pattern, the reconstruction algorithm is the last element to decide the final performance of CS MRI.

Adapted from equation (2-12), the reconstruction problem in CS MRI can be depicted as follows: Suppose $I$ is an object MR image with $N \times N$ pixels, which has a sparse representation in a basis $\Psi$. A subset of its full $k$-space measurements is obtained using certain under-sampling patterns. The constrained optimization problem for reconstruction is

$$\text{Minimize: } \|\Psi(m)\|_0, \text{ subject to } \|P\varphi(m) - y\|_2 < \varepsilon$$

(2–16)

where $\|\cdot\|_0$ is the number of nonzero components, $\Psi$ denotes the sparse transform, $m$ is the reconstructed image, $\varphi$ the Fourier transform, $P$ the random under-sampling pattern, $y$ consists of the measurements, and $\varepsilon$ is the tolerance that controls the reconstruction data fidelity and relates to the expected noise level.

In contrast to the theoretical analysis of the recovery algorithm in section 2.2.3, the primary consideration of applying CS in MRI is the balance between the sparsity of the image representation and the consistency of the acquired $k$-space data. Due to the non-linear reconstruction process of CS, the computational cost and efficiency of the algorithm cannot satisfy the requirement of real-time imaging in rapid MRI.
Considering these constraints, the nonlinear conjugate gradient (NCG) method has been widely used and well investigated in CS MRI. NCG calculates the gradient direction of equation (2-16) and the length of the step along this direction to do a line-search. The strong robustness renders it have a stable performance in different scenarios, while the reconstruction time of NCG limits its further application in CS MRI as it is an iterative algorithm. Recently, a fast composite splitting algorithm (FCSA) was proposed as an efficient algorithm to shorten the optimization time for reconstruction [83]. FCSA separated equation (2-16) into the terms of a least square data fitting and $l_1$ norm regularization. By existing techniques, the two sub-problems can be solved efficiently. The reconstruction can be obtained by the weighted linear combinations of the two sub-problems’ solutions. These processes render FCSA the properties of strong convergence and low computation complexity. In order to handle the fast imaging challenge in dynamic MRI, $k$-$t$ space FOCal underdetermined system solver ($k$-$t$ FOCUSS) raised the idea to exploit the data sparsity along the temporal dimension and provided high resolution reconstructions [84]. All these reconstruction algorithms make the application of CS in MRI more feasible and extend the implements of CS MRI.

2.3.2 Typical applications of CS in MRI

2.3.2.1 Dynamic contrast enhanced (DCE) Imaging

DCE MRI can provide the information about physiological tissue characteristics, which makes it an effective non-invasive diagnosis method for tissues or tumours. In DCE MRI, the increasing spatial resolution and temporal resolution can provide more morphological information of tumours and kinetic analysis [26]. However, the corresponding lengthy scan time by conventional fully-sampled MRI will introduce the motion artefacts by the movement of objective organs especially in liver or kidney with breathing motion. So there is a conflict between the requirements to have fine anatomical details and fast acquisition to get accurate images in conventional method.

Many studies reveal the power of applying CS in DCE. Reference [85] under-sampled each $k$-space data frame randomly to acquire more images per time (improving temporal resolution) and obtain high resolution reconstruction with the help of a reference image obtained in advance. In reference [86], a method was proposed to combine CS and PI to accelerate the scanning. The results of arterial and venous phase imaging by DCE liver MRI in eight volunteers was compared with standard breath-hold Cartesian 3D MRI, which demonstrated the performance. In reference [87], a DCE-MRI with eightfold acceleration rate in perfusion measurement proved the capacity of CS in heart imaging by exploiting the temporal redundancy.
2.3.2.2 Cardiac Imaging

The majority of morbidity and mortality in heart diseases are caused by myocardial infarction and heart failure [26, 88]. Cardiac MRI can create both still and dynamic images with high resolution as well as high soft tissue contrast to detect the relative diseases. However, the current Cardiac MRI is constrained by not only the slow data acquisition to produce images with high temporal and spatial resolution, but also the contaminated images by motion artefacts.

One approach taken in reference [89] presented a four-fold accelerated cardiac perfusion MRI through exploiting the sparsity of the dynamic image set in x-t space and employing k-t random under-sampling by CS. Combined with PI, a joint reconstruction approach, named k-t JOCS (joint CS) can highly accelerate the acquisition (more than six-fold) by using Fourier transform in time and spatial TV [89]. Another approach also merges CS into PI in Cardiac MRI to evaluate left ventricular volumes and function with high accuracy in patients with the acceleration rate up to 11 [90].

2.3.2.3 Angiography

Magnetic resonance angiography (MRA) is a medical imaging technique based on MRI to visualize vascular structures for evaluation of abnormalities. The most frequently applied MRA use intravenous contrast agents for imaging and the dynamics of the contrast agents contains the important diagnosis information. The accuracy of capturing the dynamics depends on the spatial and temporal resolution of MRI. The application of CS in MRA is particularly suitable. The inherent sparse representation of angiography data in both wavelet and finite difference domain highlight the potential of the CS-based MRA. It can strongly improve the temporal and spatial resolution without increasing scanning time and suppressing the artefacts from under-sampling.

An example [8] of contrast-enhanced 3D angiography reconstruction results is illustrated in Figure 2-14. With the increase of acceleration rate, we can note the diffused boundaries in the reconstructions by low-resolution and the increase of apparent noise in the reconstructions by zero-filling with density compensation. In contrast, the CS method exhibits good reconstructions and preserves the good sharp boundaries of the very bright vessels, even at high accelerations.
In reference [91], the $k$-space data were retrospectively randomly under-sampled by factors of 2, 4, 6, 8 and 10 and then reconstructed using distributed CS and coil-by-coil CS methods. Evaluated by two blinded readers, both CS methods resulted in image quality score similar to the fully-sampled reference images at under-sampling factors up to 6-fold for distributed CS and 4-fold for coil-by-coil CS reconstructions [91].
Brain imaging, one of the most common clinical applications of MRI, is proved to be helpful in evaluating persistent headaches, dizziness and detecting certain chronic diseases of nervous system. Brain images have been demonstrated to present transform sparsity in wavelet domain [8]. One example of applying CS in brain imaging is shown as Figure 2-15. A brain image (see Figure 2-15(b)) was acquired by a full Nyquist-sampled data. Random phase-encode under-sampling trajectory is illustrated as Figure 2-15(a) with a random subset of 201 trajectories from 512 possible trajectories, an acceleration rate 2.55. Compared with zero-filling with density compensation reconstruction from the incoherent under-sampling (see Figure 2-15(c)), CS reconstruction (see Figure 2-15(d)) is

![Figure 2-15](image.png)

Figure 2-15. The application of CS in a brain image when acceleration rate equals 2.55. (a) The random phase-encode under-sampling pattern (the white lines indicate the sampled part). (b) The fully sampled image. (c) The zero-filling with density compensation reconstruction from the under-sampled data. (d). The CS reconstruction from the under-sampled data.
demonstrated to have a better suppression of aliasing artefacts and a comparable image quality to a fully sampled image. Reference [92] applied CS to recover brain images with 20% of fully sampled $k$-space data and illustrated the promising reconstructed results. Reference [93] developed a novel method based on CS to accelerate diffusion spectrum MRI. The experiments in brains proved that the application of CS can either reduce acquisition time without losing critical information or improve the resolution without using additional scan time.

2.3.2.5 Functional MRI

As a standard tool for function study of brain, functional MRI (fMRI) has a wide impact in both clinical diagnose and research. Using the positive blood oxygen level-dependent (BOLD) response signal as a measurement, functional MRI detects the activated nerve cells in the brain. The change of BOLD signal is very small compared with MR signal, which requires fast scan to avoid the noisy signal due to the subject motion or tissue pulsation [94]. Meanwhile, hemodynamic responses, another basic of functionality for fMRI, require the sufficient temporal resolution to be detected and measured. And the data collection of hemodynamic signals with high resolution is demanded to be finished during hundreds or a few milliseconds for various event related cognitive fMRI study. In all these cases, the acceleration of data acquisition in fMRI becomes necessary to eliminate the induced image distortion and resolve the resolution limitation [94].

The traditional acceleration technique PI is implemented to shorten the acquisition process. Compared with fully sampled images, the reconstructed images by PI present no significant difference visually [94]. However, the decreased SNR, residual aliasing artefacts introduced by under-sampling and the incomplete g-factor lead the detected activated area after statistical processing appears different from that of fully sampled ones [94]. Therefore, reference [95] investigated the CS approach in functional MRI. Using $k$-t FOCUSS as the CS reconstruction, the in-vivo rat experiments with gradient-recalled echo and EPI validated the performance of CS with reduction factors of 2 and 4. The work reported in reference [96] applied CS in functional MRI with non-EPI sequences to weaken the noises caused by local magnetic field inhomogeneity at high magnetic fields. The results confirmed the combination of CS and functional MRI with non-EPI was a good solution to get fine resolution images at high fields.
2.4 Current challenges in CS MRI

Despite the many successful applications of CS MRI, as mentioned previously, conventional CS MRI is still incapable of providing diagnostically accurate images in some specific cases. For example, residual incoherent artefacts may be present when reconstruction fails at a high acceleration rate; and pseudo random sampling may cause coherent aliasing artefacts. In the past few years, various methods have been proposed to improve the reconstruction quality of CS for MRI. These methods can be generally categorized into three groups. The first group focuses on methods to design random \(k\)-space sampling, which is essential for CS [12, 55, 97]. Irregular sampling patterns, such as variable density \(k\)-space sampling, are effective ways to improve incoherence between the sparse transform and sampling domains making aliasing interference less prominent. The second approach attempts to use a range of sparsity bases in spatial and temporal dimensions, such as discrete wavelet transform, curvelet transform [98] and singular value decomposition based transforms [99] to provide sufficient sparsity for faithful reconstruction using a subset of the largest transform coefficient. The third category concentrates on the nonlinear optimization methods for signal recovery [8, 10, 100]. This group of methods have been a research focus since CS was introduced. The algorithms, such as focal underdetermined system solution, iterative re-weighted least squares and conjugate gradients enforce both the image sparsity and data consistency between reconstruction and acquisition. Generally, a simple regularization scheme is applied to keep the balance between the two competing requirements [8, 100].

With the further application of CS MRI in rapid imaging, there are still some challenges that must be faced. One is pushing CS MRI to reconstruct the image with less sampled \(k\)-space data. In addition, further shortening the scanning time is required to meet the demands of dynamic imaging. As the reduction factor (\(R = \frac{D}{N}\), where \(N\) is the number of samples taken, \(D\) is the grid points defining the image) of current PI can be 3 or more, the reduction factor of CS MRI needs to break through this benchmark. Meanwhile, the residual reconstruction errors in the CS MRI reconstructed image at higher reduction factors limit the potential to use CS MRI in further applications. Figure 2-16 illustrates the comparison of reconstructed image by CS using the 2D random under-sampling pattern (the ideal under-sampling pattern) when \(R = 4\) and 8. It is apparent that the residual artefacts in the reconstructed image at the higher reduction factor blurred the edges and details of the phantom image.
The feasibility is another challenge that limits the application of CS MRI in real clinical research. The main limitation is the creation of the under-sampling pattern that is a prerequisite for accurate reconstruction using the CS theory. As shown in Figure 2-17, using the real 2D random under-sampling pattern will cause the incoherent/noise-like artefacts in the under-sampled image and CS is ideal to use to faithfully reconstruct the image. But this is difficult to achieve on MRI machine in practice because the required rapid gradient switching is constrained by hardware. Furthermore, the resulting eddy current and relative artefacts can seriously degrade the quality of the reconstructed image [26].

Instead of real 2D random under-sampling, random phase-encode under-sampling can be implemented easily by adapting the current system based on a Cartesian trajectory, which is the most commonly used trajectory in MRI, and simply to reconstruct the images from the obtained $k$-space data. But the cost of compromise in 2D static MRI is that the randomness of random phase-encode under-sampling pattern is presented only in one direction (see Figure 2-17). This deteriorated randomness leads to large coherent aliasing artefacts along the frequency direction in the under-sampled image. These artefacts will weaken the effect of CS and degrade the reconstructed image quality. One example is illustrated in Figure 2-17. The images contaminated with aliasing artefacts cannot supply the accurate information required for clinical diagnosis.

Figure 2-16. The comparison of the image reconstruction by CS using the 2D random under-sampling pattern at different reduction factors.
To solve the incoherence problem of the under-sampling pattern, a popular solution is to use a non-Cartesian approach such as radial trajectory. A traditional numerical metrics (PSF) approach [8] was used to measure the randomness of under-sampling pattern with different trajectories, which demonstrated the advantage of the radial trajectory for the incoherence property. In addition, radial trajectories sample more points in and around the centre of the $k$-space leading to a higher gain of SNR. The non-uniform distribution of sampling points with the radial trajectory is more fitted to the density distribution of the $k$-space data, since the majority of information is contained in the low-frequency components in the centre rather than the high-frequency components in the periphery [26]. Furthermore, each spoke of a radial trajectory samples the central $k$-space data, and the averaged central $k$-space data makes the radial trajectory less sensitive to motion effects. This makes a radial trajectory superior to a Cartesian trajectory in dynamic MRI such as cardiac MRI, because a breath hold is required in Cartesian scanning to avoid motion artefacts, whereas radial scanning can allow for a free breathing scan.

However, there are almost no non-Cartesian trajectories implemented in routine clinical use [17]. Even in practical clinical research, there are very few applications despite the extensive excellent work on radial trajectory based MRI over the last 20 years. Meanwhile, traditional FFT based on a Cartesian grid cannot be directly used to convert the $k$-space data collected using a radial trajectory into the images. The common method to reconstruct the $k$-space data collected using a radial trajectory

Figure 2-17. The comparison of the effects of implementing the real 2D random under-sampling pattern and the phase-only random under-sampling pattern in CS.
is a regridding algorithm, which convolves each data point with a gridding kernel and re-samples the convolution interpolation on the Cartesian grid [101]. The traditional FFT can be implemented in these re-sampled data to get the final image. Although the regridding algorithm can overcome the burden of reconstructing $k$-space data based on a radial trajectory, it will cost a considerable time to compute the convolution and interpolation. The problem will deteriorate seriously when combined with CS, as the regridding and inverse regridding are necessary at every iteration of CS. Meanwhile, the highly under-sampled data used by CS leads to significant performance deterioration of regridding and the interpolation process of regridding also introduces errors that degrade the reconstructed image quality [101, 102].

The specific aim of this thesis is to resolve these challenges and issues by exploiting the properties of $k$-space data and developing novel reconstruction strategies to improve the reconstructed image quality of CS MRI. One important property is that the information content is not uniformly distributed in the $k$-space. The sparsity and the spatial frequency properties can be significantly different over various portions of the $k$-space. A new algorithm based on a multistage reconstruction strategy is developed to provide different treatments tailored to the specific portions of the $k$-space, thereby improving reconstruction quality. Another property of the $k$-space data is the parallelization of two-dimensional (2D) Fast Fourier Transform (FFT). 2D FFT is constituted of a series of parallel 1D FFT, which inspired the novel reconstruction strategy to separate a 2D image reconstruction into sequential parallel 1D signal reconstructions. Exploiting the 1D incoherence in these 1D signal reconstructions, the method is capable of eliminating the above mentioned large coherent aliasing artefacts introduced by the weak incoherence of the random phase-encode sampling pattern. In addition to the traditional Cartesian grid based $k$-space data, properties of a novel non-Cartesian grid are investigated. Compared with current non-Cartesian grids, the speed and accuracy of its relative transform between the $k$-space and image domain demonstrate the image quality of the reconstruction and promote its application in CS MRI for clinical diagnosis.
3. Compressed Sensing MRI via two-stage reconstruction

As mentioned in Chapter 2, CS has been applied MRI for the acceleration of data collection. However, existing CS techniques usually produce images with residual artefacts, particularly at high reduction factors.

In this chapter, a proposed method via two-stage reconstruction is introduced to reduce the residual artefacts. The method starts with segmenting the under-sampled k-space data into low-frequency and high-frequency domains. Then, in stage one, using dense measurements, the low-frequency region of k-space data was faithfully reconstructed. The fully reconstituted low-frequency k-space data from the first stage is then combined with the high-frequency k-space data to complete the second stage reconstruction of the whole of k-space. With this two-stage approach, each reconstruction inherently incorporates a lower data under-sampling rate than conventional approaches. Because the restricted isometric property was easier to satisfy, the reconstruction consequently produces lower residual errors at each step to improve the reconstructed image quality.

This chapter is largely based on the journal article “Compressed Sensing MRI via Two-stage Reconstruction,” accepted for publication by IEEE Transactions on Biomedical Engineering.
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3.1 Introduction

CS, a relatively new signal-processing theory, has been successfully applied to accelerate MRI [103]. MR images can be represented by a relatively small number of significant coefficients with nonzero values in an appropriate transform domain. CS takes advantage of the MR image sparsity and reconstructs the image from under-sampled data far less than that required by the Nyquist sampling theorem [9, 10, 104]. However, in stationary two-dimensional (2D) imaging, CS is still limited in providing diagnostically accurate images because it usually results in MR images with large residual artifacts [105].

Over the past few years, various methods have been proposed to improve the reconstruction quality of CS MRI. These methods can be generally categorized in three ways. First, designing irregular $k$-space sampling, such as variable density $k$-space sampling and random sampling, is an effective way. It makes the aliasing interference less visually prominent and incoherent in the sparse transform domain, which is an essential aspect for CS [55, 97, 105]. However, artefacts are difficult to distinguish from real signals at larger reduction factors (the ratio between the amount of subsampled data ($D$) and fully sampled data ($N$), i.e., $R = \frac{D}{N}$) [2]. This is because the final reconstructed image quality not only relies on the limited randomness of the $k$-space sampling, but it is also largely
determined by another major factor, that is the total amount and property of the collected signal [105-108].

A second approach attempts to use a range of sparsity bases in spatial and temporal dimensions to provide sufficient sparsity for faithful reconstruction using a subset of the largest transform coefficients. For example, the discrete wavelet transform [8], curvelet transform [98], walsh transform [109] and singular value decomposition-based transforms [80, 99] are commonly used as sparsity transform. However, without sufficient $k$-space data, sparse coefficients transformed from the sampling signals cannot faithfully represent the original object and thus the quality of the reconstructed images is degraded.

The third category refers to optimization methods for nonlinear signal recovery [7, 8, 109] These have been a focus of research interest since CS was introduced. These algorithms, such as the focal underdetermined system solution, the iterative re-weighted least squares and the conjugate gradients, enforce both the image sparsity and data consistency between the reconstruction and the acquisition. In these methods, a simple regularization scheme is typically used to balance the sparsity of the whole image, relative to the required data consistency [8, 100]. However, one threshold may not satisfy both conditions simultaneously. Thus, it affects the final reconstruction accuracy, especially with high reduction factors [8, 113, 114]. Typically, the sparsity properties of the low-frequency and high-frequency $k$-space data can be significantly different [105, 114]. Frequency-specific regularization schemes could be used to resolve this issue.

In this chapter, we introduce a novel reconstruction scheme to relieve some of the shortcomings of previous methods. The two-part CS framework proposed in [110] reconstructs MR images with combined algorithms, while our method focuses on the study of the underlying signal properties of under-sampled $k$-space data. It consists of a two-stage reconstruction procedure to treat the low-frequency and high-frequency parts progressively. In this algorithm, an image outline will first be reconstructed based on the densely sampled $k$-space center, and then a full image will be recaptured using the recovered low frequency $k$-space data and the sparsely sampled high-frequency data. The feasibility and accuracy of the proposed method will first be theoretically analyzed and then validated through typical cardiac cine, brain, angiography, Lego phantom, cherry tomato, live mouse brain MRI imaging examples.
3.2 Methodology

3.2.1 Compressed Sensing MRI (CS MRI)

CS MRI can be briefly described as equation (2-16) in Section 2.3.1.3.

In this optimization problem, the first $l_0$ norm term promotes the sparsity of the reconstructed image $m$ and the constraint $\|P\varphi(m) - y\|_2 < \varepsilon$ enforces the data fidelity[8].

In CS MRI, the restricted isometry property (RIP) is usually used to analyse the performance and robustness of the CS algorithms. If the RIP condition holds [7], the reconstructed image $m$ will be close to the original image.

Equation (2-16) is a well-known Non-deterministic Polynomial-time (NP) hard problem [7]. By replacing the $l_0$ norm with the $l_1$ norm to enforce the sparsity, it can be solved efficiently as a convex optimization, as follows:

\[
\text{Minimize: } \|\Psi(m)\|_1, \text{ subject to } \|P\varphi(m) - y\|_2 < \varepsilon
\]  
(3-1)

3.2.2 Non-uniform signal sparsity

It is known that the $k$-space distribution concentrates in the region of origin while it has low levels at the borders (see Figure 3-1c), which shows the $k$-space data of a phantom. This reveals that the signal sparsity varies in different sections of the $k$-space. The non-uniform sparsity distribution can also be clearly seen in 2D Fourier transform (see Figure 3-1c).

Naturally indexed on dyadic cubes, the wavelet has a tree structure under inclusion [111]. The wavelet coefficients are monotonically non-increasing along the tree branches, outwards from the root. In the example shown in Figure 3-1, the tree structure (Figure 3-1a) illustrates that a wavelet coefficient is non-zero only if the wavelet coefficient in the coarser scale (the area in the red box in Figure 3-1(b), corresponding to the lower frequency part of image) is non-zero (except in very few situations) [105]. The leaves of the trees (the high frequency sub-bands) are typically the sparsest.

During the reconstruction process, the sparsity is constrained by the $l_1$ norm, which conventionally includes both the coarser scale and high frequency sub-bands. It is difficult to balance the different sparsities of these parts during optimization [98, 114]. Therefore, it is not an optimal method for sparsifying the images by global sparsity constraint.
In addition, the global sparsity constraint in conventional CS methods tends to select the signals with large magnitude in the $k$-space [114]. The $k$-space signal magnitudes corresponding to these two parts of the wavelet coefficients also show different features. As shown in Figure 3-1(c), the signal magnitudes in the central part of the $k$-space are much higher than the peripheral part. Thus, the global sparsity constraint leads the CS reconstruction to focus on the central region of $k$-space data. However, the $l_2$ norm operation in (3-1) is restricted by this in a conventional CS algorithm. The $l_2$ norm of the entire $k$-space is minimized to ensure the data fidelity. Although the signal magnitude of the $k$-space is typically smaller in the peripheral data, if it is not reconstructed faithfully, the error can accumulate over a population much larger than in the central region, and can strongly affect the effectiveness of the $l_2$ norm. To solve this problem, different weights are applied to balance $l_1$ and $l_2$ norms. However, this is a somewhat difficult implementation and the accuracy of reconstruction cannot be guaranteed [112].

Focusing on non-uniform sampling, [114] introduced a method with local sparsity constraints instead of a global one. Here, we will propose a new method based on $k$-space segmentation.

**Figure 3-1.** The relationship between wavelet domain and $k$-space domain. (a) The tree structure of the Wavelet. Wavelet coefficients flow from the coarsest scale to the finest as the arrow shows. (b) the Wavelet coefficients of a phantom image. The non-zero coefficients focus on the coarser scale as in the red box. (c) the $k$-space data are transformed from the Wavelet coefficients by $k = \varphi \Psi^{-1} w$. The signal magnitudes of the central part in the red box (corresponding to the wavelet coefficients in the red box of (b)) are much higher than the peripheral part.
3.2.3 \textit{k}-space segmentation

As shown in Section 3.2.2, the energy of the \textit{k}-space is concentrated close to the central region for the majority of MR images. The variable density-sampling pattern generally collects more data near the \textit{k}-space centre (low-frequency parts) and less in the periphery of the \textit{k}-space (high-frequency parts). One example of a random sampling pattern (256 × 256 pixels) with the reduction factor \( R = \frac{256 \times 256}{16395} = 3.99 \) is illustrated in Figure 3-2(a). Its central region (the red square box with 64 × 64 pixels) has a reduction factor \( R_{\text{center}} = \frac{64 \times 64}{2296} = 1.36 \), which is much lower than the reduction factor of the whole \textit{k}-space. Hence, the central region of the \textit{k}-space can be reconstructed more faithfully with a low reduction factor.

In addition, the aforementioned wavelet coefficients in the coarser-scale part can be obtained from the faithfully recovered \textit{k}-space data in the central region. Using the tree structure of the wavelet coefficients, the non-zero coefficients in the high frequency sub-band can be constrained based on the reconstructed coarser-scale data [105]. Because the sparsities of both the coarser-scale and high frequency sub-bands in the wavelet domain have been improved, the reconstruction accuracy of the whole image is meliorated.

In this section, we will describe how to segment the \textit{k}-space in accordance with different sampling patterns. Suppose the size of the \textit{k}-space is \( N \times N \), a square box with size \( n \times n \) is chosen in the \textit{k}-space centre, as shown in the previous example in Figure 3-2(a). The sampling density of the selected part can be calculated by \( D = \frac{k}{n^2} \), where \( k \) is the number of the sampled points in the square box. With the increase of \( n \) as \( n = 2m, m \in [1, N/2] \), the curve of \( D \) can be obtained. Figure 3-2(b) illustrates the sampling density curve of the random sampling pattern in Figure 3-2(a). It is obvious that the sampling density of the selected central part is much higher than that in the whole of the \textit{k}-space.

Not only the sampling density, but also the \textit{k}-space power of the selection is essential for the faithful reconstruction of the representative outline. If the central part is too small to obtain a high sampling density, it will contain too little \textit{k}-space information. Thus, the image outline corresponding to the selected part cannot be representative of the whole image.

The determination of the size of the central part is important to the reconstruction of the image outline and also the final CS MRI solution. To find the proper size of a central \textit{k}-space region, we define the
The k-space power ratio of the selected part by $P = \frac{p(n)}{p(N)}$, $n = 2m$, $m \in [1, N/2]$, where the function $p(n)$ means the sum of the power in the selected square area with size $n \times n$. Figure 3-2(d) shows the power ratio curve of under-sampled cardiac cine MRI data with the sampling pattern from Figure 3-2(a). As Figure 3-2(d) shows, it is clear that the power ratio $P$ increases with the extension of the selected area.

A proper balance of the sampling density and power ratio is considered for the selection of the central region size. A higher sampling density ensures more accurate information in the central k-space region. A larger power ratio indicates that the k-space data in the selected region contains more information for the whole image. However, with the increase of $n$ (size of the selected area), the sampling density and the power ratio show the opposite trends (see Figure 3-2(b) and Figure 3-2(d)). Therefore, a proper size for segmenting the k-space should be considered.

To balance the two contrary elements of the segmentation and to designate the segmentation, we define the average power ratio (AP) of the selected part as:

$$AP = D \times P$$  \hspace{1cm} (3-2)

The average power ratio can be thought of as a metric of the k-space power/information density of the selected region. One example is shown in Figure 3-2(e) by combining the sampling density (D) data from Figure 3-2(b) and the power ratio (P) data from Figure 3-2(d). The peak point of the AP curve in Figure 3-2(e) at $n = 42$ is obviously the optimal choice of selected region size.

For the consideration of 2D wavelets, in the sparse base used here, the n value will be rounded to the power of 2. However, the peak point of AP $n = 42$ does not satisfy the condition $n = 2^j, j \in \mathbb{N}$, which is a fundamental property of the 2D-Wavelet transformation. Therefore, the proper choice $n$ of the selected central part should satisfy $n = 2^j, j \in \mathbb{N}$ and is closest to the peak point of the average power ratio curve. In the example shown in Figure 3-2(e), $n_1 = 32$ and $n_2 = 64$ are the two satisfied choices and $AP(n_1) < AP(n_2)$, $n_2 = 64$ is the more suitable choice.
3.2.4 Proposed two-stage reconstruction

We now detail the image reconstruction procedures involved in the two-stage process.

Step 1: Initialization. Suppose $m$ is a MR image with $N \times N$ pixels, $p$ is the under-sampling pattern, $y$ consists of the under-sampled measurements with pattern $p$, $\Phi$ is the Fourier transform, $\Psi$ is the 2D wavelet transform in advance and $\epsilon$ is the tolerance in (3-1).

Step 2: $k$-space segmentation. Using the strategy explained in Section C, II Theory, we segment the $k$-space into two parts.

Step 3: The reconstruction of the image outline (Level 1 reconstruction). According to the segmentation, the central part of the $k$-space measurements and sampling pattern can be obtained as $y_\text{C}$ and $p_\text{C}$. According to the Truncated-Fourier transform, the central part of the $k$-space data
corresponds to the image outline [103]. The outline of the image $m_C$ can be reconstructed by the CS algorithm for solving the following problem:

$$\min_{m_C} \|\Psi(m_C)\|_1, \text{ subject to } \|p_C \varphi(m_C) - y_C\|_2 < \varepsilon$$  \hfill (3-3)

Step 4: $k$-space combination. Transformed from the reconstructed image outline $m_C$, the recovered $k$-space central part $k_c = \varphi(m_C)$ will replace the corresponding part $y_c$ in the whole $k$-space measurement $y$ to obtain the new $k$-space data $k_R$.

Step 5: The reconstruction of the whole image (Level 2 reconstruction). Because the central region of the $k$-space has been reconstructed, for the Level 2 reconstruction, we use $p_R = p + p_{ac}$ ($p_{ac}$ represents the central region to be all 1s) as the new sampling pattern. Using $m_R = \varphi^{-1}(k_R)$ as the initial solution, the whole image $m_R$ can be reconstructed by the CS as follows:

$$\min_{m_R} \|\Psi(m_R)\|_1, \text{ subject to } \|p_R \varphi(m_R) - y\|_2 < \varepsilon$$  \hfill (3-4)
Figure 3-3. The flowchart of the proposed two-stage reconstruction algorithm
3.2.5 Experimental method

The performance of the proposed method was tested with a series of MR datasets: cardiac cine MR data, sagittal brain MR data, MR angiograms, a LEGO phantom, a cherry tomato and a live mouse brain.

The cardiac cine MR data was a frame of full \( k \)-space data acquired using a 1.5T Philips system, as a typical test case. The brain MR image, as a complex form with large contrast in the pixel domain was employed to test the algorithm performance for the cases with general MR images. The angiogram MR images were chosen to represent MR images already being sparse in the pixel domain. The \( k \)-space was fully acquired by a Siemens (Siemens Magnetom TIM Trio, Erlangen, Germany) 1.5T MRI system (CCAI, 2012). The LEGO phantom, cherry tomato and live mouse were collected by a 9.4T Bruker Biospin MRI preclinical scanner (Ettlingen, Germany) with a birdcage volume radiofrequency coil of 40 mm diameter. For all these cases, the image size was 256×256 pixels.

In MRI application, it is infeasible to implement 2D random under-sampling. So the data collection was implemented with 1D (only in phase direction) random under-sampling pattern on the fully sampled \( k \)-space data. It used a variable-density sampling scheme with a denser sampling at low frequency, which can be easily implemented by randomly changing the amplitudes of the phase-encoding [97]. For all the cases, the reduction factor \( R = 6 \) that means only 16.67% of the \( k \)-space data were sampled (see Figure 3-4).

![Figure 3-4. 1D random under-sampling patterns used for Cartesian k-space with R = 6.](image)
However, the incoherence of a 1D random pattern is weaker than a 2D random pattern, which can cause regular aliasing interference along the phase-encoded direction (data sampled randomly in this direction) in the reconstructed image. We will mainly evaluate the robustness and sensitivity of the proposed algorithm using this sampling scheme.

The algorithm in [8] is considered as the conventional CS method, which utilizes nonlinear conjugate gradients and a backtracking line-search for solving the optimization problem in (see Equation (3-1)). In the reconstruction, the initial estimations are obtained from the under-sampled k-space data with zero-padding. The regularization parameters (Lagrange multipliers for sparsity and TV terms) in both methods were tuned individually to achieve optimal reconstruction qualities. In the proposed method, the size of the selected central region was experimentally set at $n = 64$ to all the datasets. All the reconstructions were implemented with MATLAB (R2013b: The Mathworks, Natick, MA, USA) on a desktop computer with Intel Core i7–3770 eight-core Processor and 12GB of RAM.

The peak signal-to-noise ratio (PSNR) is used as the metric for the quality assessment. PSNR is most commonly used to be a quality measurement between the original and a lossy reconstructed image, which includes the mean square error of the reconstructed image in comparison with the reference image [115]. The PSNR was calculated as:

$$PSNR = 20 \log_{10} \left( \frac{MAX_I}{\sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} |I(i,j) - I_{rec}(i,j)|^2}} \right)$$  \hspace{1cm} (3-5)$$

where $I$ is the benchmark (fully sampled image), $MAX_I$ is the maximum possible pixel value of the image and $I_{rec}$ is the reconstructed image.

In addition, the intensity difference between the reconstructed images and the fully sampled images are also used to visually assess the reconstruction quality.

### 3.3 Results

#### 3.3.1 Reconstruction performance with different reduction factors

The PSNR of the reconstructed images by a conventional CS method and the proposed method was recorded with respect to the reduction factor. The results of cardiac cine, brain and angiography MR datasets are shown as Figure 3-5, Figure 3-6 and Figure 3-7, respectively. The results of Lego phantom, cherry tomato and live mouse brain are shown as Figure 3-8, Figure 3-9 and Figure 3-10,
respectively. The circles in the figure represent the conventional method, while the squares denote the two-stage method. As these figures illustrate, the improvements of the proposed method were very obvious in various cases and sampling patterns. They yielded an enhancement in quality of about 1.5 to 4 dB.

With the comparison of six different cases, the proposed method shows its capability in handling the cases with larger reduction factors. As we mentioned before, the 1D random pattern with Cartesian trajectories is more coherent compared with the 2D random pattern. Under the 1D random pattern, the PSNR curve of a conventional CS method decreases steeply with the increase of reduction factor R. The proposed method uses the higher sampling ratio in the selected region to suppress the aliasing artefacts in the reconstructed image outlines. For the tree structure of a 2D wavelet, the more accurately recovered image outline lead to a better sparsity representation of (the minimization of $l_1$ norm in Equation (3-1)) of the whole image, which can avoid the cartoon-like textures in the reconstruction introduced by over-minimization of $l_1$ norm in CS. Displayed in Figure 3-5 to Figure 3-10, the proposed method showed substantial improvement compared with the conventional ones.

![Cardica Cine](image)

**Figure 3-5.** Performance comparison between conventional CS and two-stage CS for cardiac cine MR data under different reduction factors with 1D random sampling pattern.
Figure 3-6. Performance comparison between conventional CS and two-stage CS for sagittal brain MR data under different reduction factors with 1D random sampling pattern.

Figure 3-7. Performance comparison between conventional CS and two-stage CS for angiography MR data under different reduction factors with 1D random sampling pattern.
Figure 3-8. Performance comparison between conventional CS and two-stage CS for Lego phantom MR data under different reduction factors with 1D random sampling pattern.

Figure 3-9. Performance comparison between conventional CS and two-stage CS for cherry tomato MR data under different reduction factors with 1D random sampling pattern.
Figure 3-10. Performance comparison between conventional CS and two-stage CS for live mouse brain MR data under different reduction factors with 1D random sampling pattern.

3.3.2 Comparison of image reconstruction

The reconstruction results of the conventional method and the proposed method are presented. In Figure 3-11 ~ Figure 3-16, six imaging cases (cardiac cine, brain, angiography, lego phantom, cherry tomato and live mouse brain) are compared, and in each case $R = 6$. For the situation at other reduction factors, Figure 3-17 illustrates the lego phantom in $R = 4$ as an example. The differences between the reconstructed images and the originals are also shown to facilitate comparison. For better visualization, the difference image in each case is normalized by its individual maximum.

The imaging studies indicate that the proposed method effectively reduces the aliasing artefacts in 1D random sampling pattern. In most cases, the proposed method offers higher fidelity in the reconstruction of image details than the conventional method. For the examples, note the improvements marked by red arrows in Figure 3-11 ~ Figure 3-17.
Figure 3-11. Reference image (a) and reconstructed images of cardiac cine MR data (b and c) and difference images (d and e) under 1D random sampling pattern at $R = 6$: (left) with conventional CS, (right) with the proposed two-stage CS.
Figure 3-12. Reference image (a) and reconstructed images of brain MR data (b and c) and difference images (d and e) under 1D random sampling pattern at R = 6: (left) with conventional CS, (right) with the proposed two-stage CS.
Figure 3-13. Reference image (a) and reconstructed images of angiography MR data (b and c) and difference images (d and e) under 1D random sampling pattern at $R = 6$: (left) with conventional CS, (right) with the proposed two-stage CS.
Figure 3-14. Reference image (a) and reconstructed images of Lego phantom MR data (b and c) and difference images (d and e) under 1D random sampling pattern at $R = 6$: (left) with conventional CS, (right) with the proposed two-stage CS.
Figure 3-15. Reference image (a) and reconstructed images of cherry tomato MR data (b and c) and difference images (d and e) under 1D random sampling pattern at R = 6: (left) with conventional CS, (right) with the proposed two-stage CS.
Figure 3-16. Reference image (a) and reconstructed images of live mouse brain MR data (b and c) and difference images (d and e) under 1D random sampling pattern at R = 6: (left) with conventional CS, (right) with the proposed two-stage CS.
Figure 3-17. Reference image (a) and reconstructed images of Lego phantom MR data (b and c) and difference images (d and e) under 1D random sampling pattern at $R = 4$: (left) with conventional CS, (right) with the proposed two-stage CS.
3.4 Discussion

Compared with the conventional method, the reconstruction of a two-stage method localizes to different parts of the $k$-space to exploit the redundancy of the sampled data. To balance the reduction factor and reconstruction quality, the two-stage CS method takes advantage of the inhomogeneous distribution of the $k$-space power and the variable-density of the sampling pattern. The higher sampling ratio of the selected central $k$-space data leads to a more faithful reconstruction. The reconstructed image outlines in stage one can conduct a better initial solution for the whole $k$-space reconstruction of stage two. The corresponding wavelet coefficients in the coarser scale can approach the sparsity control of the whole image. The solution also avoids most incoherent artefacts caused by the estimation errors at the low-frequencies. For the 1D random sampling pattern, the reconstruction of the conventional CS schemes usually has more aliasing artefacts, because the sampling pattern is only random in one direction. Using the proposed method, the low-frequency $k$-space information was recovered with a lower reduction factor first that could reduce the aliasing effects. With a more faithful image outline (coarser scale of wavelet coefficient), the whole image reconstruction was more accurate and with less aliasing artefacts by the sparsity control of wavelet tree structure.

As mentioned, the sparsity of the wavelet coefficients in the coarser scale and the high frequency sub-band are different. It is useful to adjust the weights of $l_1$ and $l_2$ in the two-stage optimization process of the CS algorithm. From previous case studies, the results manifested the effects of weighting adjustment in different $k$-space parts. We also note that, the 2D wavelet sparsity in the two-stage reconstruction can be replaced by other proper sparsifying transformations [80, 109].

In the implementation of the proposed two-stage reconstruction, the algorithm convergence of each iteration is better owing to smaller problem size (in stage one) and better initial condition (in stage two). Therefore, although the total iteration times of two stages are similar to those of the conventional method, the two-stage CS has less total computational time.

3.5 Conclusion

To reduce the large reconstruction artefacts that occur when using existing CS schemes with high reduction factors, we have proposed a two-stage CS method that recovers the central and peripheral $k$-space data in a sequential manner. From the relatively dense sampled inner $k$-space part, an image outline is first reconstructed. Using image outline from stage one and the sampled peripheral $k$-space data, a full image recovery is then implemented. This stepped reconstruction naturally solves a
number of technical difficulties in conventional CS methods, including the processing of a large magnitude contrast between the low-frequency and high-frequency $k$-space data. The new method has been applied to cardiac cine, brain and angiography MRI datasets and compared with non-staged CS schemes; we have demonstrated that the new method improves the reconstruction accuracy and reduces the reconstruction time. Because the presence of aliasing artefacts also limits the application of the CS in dynamic MRI, in our future work, we plan to extend the developed CS algorithm to dynamic MRI studies.

As introduced in Chapter 2, random phase-encode under-sampling of Cartesian $k$-space trajectories is widely implemented in CS MRI instead of the ideal pure 2D random under-sampling pattern. However, its 1D randomness inherently introduces large coherent aliasing artefacts along the under-sampled direction in the reconstruction, and thus degrades the image quality.

This chapter approached a novel reconstruction scheme to reduce the 1D under-sampling induced aliasing artefacts. The proposed reconstruction progress was separated into two steps in our new algorithm. In step one, the method transferred the original 2D image reconstruction into a parallel 1D signal reconstruction procedure, which takes advantage of the superior incoherence property in the phase direction. In step two, using the new $k$-space data obtained from the 1D reconstructions, the method implements a follow-up 2D CS reconstruction to produce a better solution, which exploits the inherent correlations between the adjacent lines of 1D reconstructed signals.

A large part of this chapter is based on the journal article “Aliasing Artefact Suppression in Compressed Sensing MRI for Random Phase-encode Under-sampling,” accepted for publication by *IEEE Transactions on Biomedical Engineering*.
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4.1 Introduction

In MRI, the raw image data is acquired in the $k$-space (frequency domain), which is transformed by Inverse Fourier Transform to obtain the diagnostic image. Limited by physical and physiological constraints, the sequential acquisition of the full $k$-space is inherently slow. This intrinsically lengthy scan process causes additional discomfort to the patient, invites involuntary motion artefacts and reduces the temporal resolution critical for diagnosis.

CS, as a novel mathematical framework, has gained considerable attention for its application in MRI because it can significantly reduce acquisition time [7, 10, 11, 55]. CS reconstructs images using far fewer samples than required when using conventional methods.

In CS MRI, the obtained samples are incomplete, violating the classical Shannon Nyquist sampling criterion, thereby leading to distortions in the acquired MR images. By taking advantage of the sparse representations of MR images in certain mathematical transforms, CS exploits the underlying data structure to overcome the distortions and faithfully reconstruct the images.
A successful application of CS in MRI has three requirements: transform sparsity, nonlinear reconstruction and incoherent under-sampling patterns [8, 9]. The design of under-sampling patterns is critical to the performance of CS MRI because it determines the quality of reconstructed images and the scanning time.

The under-sampling scheme should make the collected subset of the $k$-space data be efficiently representative of the whole image and be incoherent with respect to the sparsifying transform. In stationary CS MRI, the 2D random under-sampling scheme is the ideal choice for its perfect incoherence performance [8-10]. Recently, 2D random under-sampling trajectories were specially designed for CS MRI [105, 116-118]. Meanwhile, the 2D random under-sampling pattern is physically impractical because of MRI hardware constraints. In non-Cartesian trajectories (e.g. spiral, radial), their inherent presence of incoherent aliasing artefacts for under-sampling makes them suitable for the performance of CS [119]; however, additional gridding and regridding processes are time-consuming and may degrade the CS reconstruction effort. In practice, random phase-encode under-sampling of Cartesian $k$-space trajectories is implemented with minor modification of the existing pulse sequences. Owing to its effectiveness in compressed data collection, as well as its robustness against system imperfections, it has been widely used for CS MRI research [8, 9, 26, 120].

The random phase-encode under-sampling can degrade the quality of reconstructed images by CS. Its 1D randomness makes the incoherence significantly worse than 2D random under-sampling patterns. To address this issue, various approaches have been proposed which mainly focus on the $k$-space under-sampling pattern design. For example, reference [97] proposes a pseudo 2D random under-sampling scheme to under-sample the $k$-space along one direction first and then the other. Reference [121] introduces an under-sampling pattern that mainly collects high-energy points. Reference [117] designs under-sampling patterns based on certain reference images and samples the $k$-space data with statistically high energy. Reference [122] processes the low-frequency and high frequency $k$-space data separately through a two-stage reconstruction procedure. Reference [116] shows the possibility of automatically constructing an adaptive random under-sampling pattern by using measured $k$-space data as a reference.

In this chapter, we propose a novel reconstruction scheme that will take advantage of the 1D incoherence of random phase-encode under-sampling patterns. In this new method, we first decouple the under-sampled 2D $k$-space data to a series of 1D signals. Then using the incoherence property of these randomly collected 1D signals, a parallel 1D CS reconstruction is implemented. With the
outputs of 1D reconstruction, we implement a follow-up 2D reconstruction to take advantage of the correlation in the image domain between the contiguous 1D signals. To demonstrate the performance of the proposed method, we used various typical MR images, cardiac cine, brain, foot and angiography as test datasets, at reduction factors up to 10. Using PSNR and structural similarity (SSIM) index as numerical metrics for image quality of reconstruction, we have compared our new solution with conventional one.

4.2 Methodology

4.2.1 CS MRI

As mentioned in Section 2.3.1.3, the standard CS MRI operation can be mathematically described as follows. Suppose the object MR image as $\mathbf{x} \in \mathbb{C}^{M\times N}$, which has a sparse representation in a basis $\Psi$. The CS MRI reconstruction model can thus be described as the following constrained optimization problem [8, 9]:

$$\text{Min} \quad ||\Psi(x)||_1 \quad \text{s.t.} \quad ||\Phi_P(x) - y||_2 < \varepsilon$$

(4-1)

where $\Psi$ denotes the sparse transform, $\Phi_P$ is the partial Discrete Fourier transform (DFT) with an under-sampling pattern $P$. $y = \Phi_P(I)$ consists of the $k$-space measurements, $\varepsilon$ is related to the expected noise level of the measurements [8, 9].

4.2.2 Incoherence problem in the random phase-encode under-sampling

The incoherence of the under-sampling pattern is an essential ingredient for the sparse signal reconstruction in CS. The theoretical mathematical condition for incoherence, Restricted Isometry Property (RIP), is hard to verify in practical applications. In general, the point spread function (PSF) can be used to evaluate the incoherence property of the under-sampling pattern [8]. The PSF is defined as $\text{PSF}(i,j) = e_i^* F_u^* F_u e_i$, where $F_u$ is the under-sampled Fourier operator and $e_i$ is the $i$th vector of the canonical basis, the operator * stands for the conjugate transposing. Under-sampling causes pixels to interfere and the PSF to produce nonzero values. The convolution of the under-sampling pattern’s PSF and the fully sampled image is the under-sampled image. Thus, the standard deviation of the PSF side lobes was used to quantify the power of the resulting incoherent artefacts (pseudo-noise) and incoherence was computed using the main lobe to pseudo-noise ratio of the PSF [119].
In CS-MRI, the 2D random under-sampling (Figure 4-1a) is shown to achieve high incoherence as it obtains a completely random subset of $k$-space [8]. Its PSF profile distributes randomly as shown in Figure 4-1b. It leads to incoherent artefacts in the image domain such as zero-mean random white Gaussian noise (see Figure 4-1c). In the case of random phase-encode under-sampling (see Figure 4-1d), its parallel line sampling trajectory make its achievable incoherence significantly worse than with 2D random under-sampling [8, 120]. The PSF of random phase-encode under-sampling has all the nonzero values assembled on only one column with a peak value in the centre, as illustrated in Figure 4-1e. This reveals all the artefacts existing along the position of the same column (see Figure 4-1f). Meanwhile the random phase-encode under-sampling reduces the incoherence of aliasing interference. This is illustrated by a comparison of typical artefacts caused by these two kinds of random under-sampling schemes, which are shown in Figure 4-1c and Figure 4-1f. From data of PSF
in Figure 4-1b and in Figure 4-1e, we find that the incoherence is 10.29 with 2D random under-
sampling and 4.37 using random phase-encoding.

4.2.3 2D Inverse DFT (IDFT) in sequential 1D IDFTs

In order to reduce the artefacts caused by phase-encode random under-sampling, we decided to split
the 2D image reconstruction problem into several parallel 1D signal reconstruction problems.

Normally, the MR images are directly obtained from 2D IDFT of the \( k \)-space data, as shown in (4-2)
as follow:

\[
I(m, n) = \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} K(u, v) \exp \left[ 2\pi i \left( \frac{mu}{M} + \frac{nv}{N} \right) \right] 
\]  

\[
= \sum_{u=0}^{M-1} \left[ \sum_{v=0}^{N-1} \exp \left( \frac{2\pi imv}{N} \right) K(u, v) \right] \exp \left( \frac{2\pi imu}{M} \right) 
\]

where \( m \in [0, M - 1] \), \( n \in [0, N - 1] \), \( I(m,n) \) means the image with the dimension of \( M \times N \), and
\( K(u,v) \) is the corresponding \( k \)-space data.

Here, the 2D IDFT actually involves a number of 1D IDFT. Through altering the calculation
sequence, the traditional operation of 2D IDFT in (4-2) can be easily split into two 1D IDFTs in
sequence as (4-3) illustrated.

A schematic representation is illustrated in Figure 4-2. For the \( k \)-space data \( K \) with a matrix of \( M \)
(columns) \( \times N \) (rows), we firstly apply a 1D IDFT to all the N rows along the frequency direction.
This will transform the \( k \)-space data \( K(u,v) \) to \( G(m,v) \) of an intermediate domain, in which the
horizontal axis corresponds to the dimension \( M \) in the image domain and the vertical axis represents
dimension \( V \) in the \( k \)-space domain. As the correlation between each column data of \( K(u,v) \) has been
decoupled by the 1D IDFT, the column data of \( G(m,v) \) are treated independently. In the second
process, we apply another 1D IDFT to each unassociated column data of \( G(m,v) \). The output of this
process 2, the new data \( I(m,n) \), will be in image domain.
4.2.4 Proposed method

As explained in section 4.3.3, through sequential 1D IDFTs operation, the 2D image reconstruction has been transformed to recovery of parallel 1D signals. The CS recovery of these 1D signals will take advantage of the excellent incoherence property resulting from the pure random under-sampling along the phase direction. This will essentially help the exploitation of the 1D sparsity and elimination of the coherence aliasing artefacts. The solution of the proposed method is illustrated in Figure 4-3, consisting of the following four steps:
Step 1: 1D random under-sampling along the phase direction. Suppose \( I \) is the object MR image with \( M(\text{columns}) \times N(\text{rows}) \) pixels, \( P \) is the random phase-encode under-sampling pattern, \( \emptyset_p \) is the partial Fourier transform with the under-sampling pattern \( P, y = \emptyset_p(I) \) consists of the sampled \( k \)-space data.

Step 2: Transform the \( k \)-space measurements \( y \) to data \( g \) in the intermediate domain \( G \) by \( g_v = \emptyset_{1D}^{-1}(y_v) \), where \( y_v \) means the \( v \)th row data of \( y \) along frequency direction and \( \emptyset_{1D}^{-1} \) is the inverse Discrete Fourier transform (IDFT) of the 1D signal. The 2D data \( g \) can be separated into \( M \) columns. Each column contains the 1D data \( g_m \) (the \( m \)th column data of \( g \) in intermediate domain, \( n \in [1, M] \)). The 2D data \( g \) has been decoupled by IDFT so that each column data \( g_m \) can be processed independently.

Step 3: Parallel 1D signal reconstructions. The 1D signal reconstruction can be solved by the CS algorithm as follows:

\[
\text{Min} \quad \|\Psi_{1D}(x_{m}^{1D})\|_1 \quad \text{s.t.} \quad \|\emptyset_{1D}(x_{m}^{1D}) - g_m\|_2 < \epsilon
\]  

(4-4)

where \( \emptyset_{P_{1D}} \) is the 1D partial Fourier transform with the under-sampling pattern \( P_{1D} \) (one column of \( P \)), \( \Psi_{1D} \) is the 1D total variation (TV) transform [8], \( x_{m}^{1D} \) is the reconstructed 1D signal in the \( m \)th column data along the vertical direction \( N \) in the image domain.

Step 4: 2D reconstruction of the image data. Combining the sequentially reconstructed 1D signals \( x_{m}^{1D}, m \in [1, M] \) from step 3, we can obtain the image \( x^{1D} \) with the upgraded \( k \)-space data. Using \( x^{1D} \) to set the initial solution \( x_0 \), we then carry out a 2D CS reconstruction to obtain the final reconstructed image \( x \), where \( \Psi \) denotes the 2D wavelet transform (as the sparse transform in (4-1)).
Figure 4-3. The flow chart of the proposed compressed sensing MRI. In the method, the full $k$-space data (a) is randomly sampled along the phase direction to get the undersampled data (b), which transformed into an intermediate domain via 1D IDFT (c). The intermediate data $g$ will be treated as a series of 1D signals (d) and reconstructed using 1D CS method (e). In the final step, a 2D CS reconstruction of the image will be carried out, with an initial solution obtained from the reconstructed 1D signals (f).
4.2.5 Experimental method

To verify the performance of the proposed method, four typical MR datasets were chosen including cardiac cine, brain, foot and angiography. The cardiac cine MR data was a frame of full $k$-space data acquired using a 1.5T Philips system. The images of brain, foot and angiography were fully sampled using a Siemens Magnetom Avanto 1.5T system. All the considered MR images contain 256×256 pixels.

A variable-density under-sampling scheme was implemented to generate the random phase-encode under-sampling pattern [8]. Gaussian distribution function with zero mean was utilized to sample more in the $k$-space centre. The standard deviation $\sigma$ was obtained experimentally with different reduction factors.

All simulations were carried out on a computer with an Intel Core i7-3770 eight-core processor and 12GB of memory utilizing Matlab (R2013b: The Mathworks, Natick, MA). The constrained convex optimization problems as shown in Equations (4-1) and (4-4) are converted to unconstrained problem with Lagrangian form [8]:

$$\arg\min_x (\|D(x) - y\|_2 + \lambda \|\Psi(x)\|_1)$$  \hspace{1cm} (4-5)

where $\lambda$, as a regularization parameter determines the trade-off between the data sparsity ($l_1$ norm) and consistency ($l_2$ norms). The value of $\lambda$ is experimentally set for different conditions. For example, it is $\lambda_{TV}=0.001$ for 1D reconstructions and $\lambda_{Wavelet}=0.001$, $\lambda_{TV}=0.00174$ for 2D reconstructions respectively. A nonlinear conjugate gradients and backtracking line-search [8] was used for solving the optimization problem involved in the CS MRI study. For comparison, the algorithm in [8] is considered as the conventional CS method, which utilizes both Wavelet and TV as sparse transforms.

For a comparison between the proposed and conventional method, both visual and numerical metrics are used for the reconstructed image quality assessment. The differences between the reconstructed images and fully sampled images of both methods were also shown. We used the PSNR (define as equation (3-5)) and SSIM [123] as the numerical criteria for the evaluation of the reconstruction quality.

The SSIM matrix is an alternative way for image quality assessment. The SSIM value is computed as follows:
\[ SSIM(I, I_{rec}) = \frac{(2\mu_I \mu_{I_{rec}} + c_1)(2\sigma_I \sigma_{I_{rec}} + c_2)}{\left(\mu_I^2 + \mu_{I_{rec}}^2 + c_1\right)\left(\sigma_I^2 + \sigma_{I_{rec}}^2 + c_2\right)} \]  \tag{4-6}

Where \( \mu_I \) and \( \mu_{I_{rec}} \) are the average pixel values of \( I \) and \( I_{rec} \), \( \sigma_I^2 \) and \( \sigma_{I_{rec}}^2 \) are the variance of \( I \) and \( I_{rec} \), \( \sigma_{I I_{rec}} \) is the covariance of \( I \) and \( I_{rec} \), \( c_1 \) and \( c_2 \) are two variables to stabilize the division with weak denominator.

SSIM is used for measuring the similarity between the reference image and the reconstructed image. Different from PSNR estimating the accuracy of each pixel, SSIM is a perception-based model that considers image degradation as perceived change in structural information [123-145]. SSIM is proven to be more consistent with human visual perception.

4.3 Results

4.3.1 Comparative study of the proposed and conventional CS reconstructions at different reduction factors

To demonstrate the performance degradation with the decreased amount of sampled data using the random phase-encode under-sampling scheme, PSNR curves of the conventional [8] and proposed methods were plotted at different reduction factors of 2, 4, 6, 8 and 10. In Figure 4-3, we can see the proposed method has a gain of PSNR from 2 to 8 dB compared with the conventional approach. From Figure 4-4 we can see that, at higher reduction factors, the conventional method cannot keep the PSNR at a high value. It reveals that the aliasing artefacts degrade the image quality and that the conventional method cannot effectively suppress these artefacts. In contrast, the improvements of the proposed method are more obvious for the cases with higher reduction factors. For standard MR images such as cardiac cine, brain and foot, the PSNR improvements are 3.12 dB, 3.29 dB and 2.04 dB of respectively (see Figure 4-4a, Figure 4-4b, Figure 4-4c) when the reduction factor is set as 10. For sparse MR images as in the case of angiography, the quality improves by 4.94 dB of the PSNR, much higher than the situation of standard MR images as Figure 4-4(d) shows.

The reconstruction errors of the conventional method and the proposed method are also measured by SSIM in Table 4-1. At the low reduction factors, such as \( R = 2 \) or 4, both methods have good performance in all the cases and the SSIM values are all above 0.94. This reveals that, there is almost no visual difference between the reference and the reconstructed images. When the reduction factors are over 4, however, we can see the SSIM value of the conventional method reduces, which means
the reconstructed images are obviously blurred with the aliasing artefacts introduced by the random phase-encode under-sampling pattern. In contrast, with high reduction factors, the SSIM value of the proposed method still maintains at a stable level (over 0.84). These prove the reconstructed images are with an acceptable quality.

Table 4-1. SSIM indexes of the reconstrctions by conventional and the proposed method

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.9707 / 0.9703</td>
<td>0.9743 / 0.9714</td>
<td>0.9678 / 0.9674</td>
<td>0.9947 / 0.9933</td>
</tr>
<tr>
<td>4</td>
<td>0.9445 / 0.9404</td>
<td>0.9559 / 0.9075</td>
<td>0.9390 / 0.9438</td>
<td>0.9855 / 0.9859</td>
</tr>
<tr>
<td>6</td>
<td>0.8966 / 0.8642</td>
<td>0.9012 / 0.8487</td>
<td>0.9049 / 0.8796</td>
<td>0.9598 / 0.8997</td>
</tr>
<tr>
<td>8</td>
<td>0.8798 / 0.7851</td>
<td>0.8658 / 0.7671</td>
<td>0.8917 / 0.7945</td>
<td>0.9516 / 0.8059</td>
</tr>
<tr>
<td>10</td>
<td>0.8401 / 0.6842</td>
<td>0.8458 / 0.7086</td>
<td>0.8621 / 0.7187</td>
<td>0.9218 / 0.6968</td>
</tr>
</tbody>
</table>
Figure 4-4. Performance comparison between conventional CS and the proposed method at different reduction factors in the case of (a) cardiac cine image; (b) brain image; (c) foot image; (d) angiography image.
4.3.2 Comparative study of the proposed and conventional CS reconstructions in image quality

We compared the reconstruction performance of the conventional method and the proposed method at the reduction factor of 6 (16.67% of the fully sampled data). It is noted that there are 256 phase encoding lines in total in the original full $k$-space data.

The reconstruction results of the proposed and conventional method are shown in Figure 4-5. In the case of cardiac cine, there is blurring around the cardiac boundary in the image reconstructed by the conventional method (see Figure 4-5a). It is caused by the aliasing artefacts, which become more severe at high reduction factors (such as $R = 6$). Compared with conventional CS, the proposed method produced clearer structures, shown in Figure 4-5(b). Compared with the difference images Figure 4-5(c) and Figure 4-5(d), the difference image between the images obtained from the full $k$-space data and CS reconstructed image, it is easy to see that the proposed method effectively reduced the aliasing artefacts. For example, see the arrows in Figure 4-5(c) and Figure 4-5(d).

In cardiac cine MRI, the myocardial deformation is our main interest. The myocardial structure is depicted by contours as shown in Figure 4-6(b), which defines the region of interest (ROI). For the reconstruction of the myocardium in the ROI, it is easy to see that the reconstruction errors of the conventional CS (see Figure 4-6c) are much larger than that of our new method (see Figure 4-6d).

We further compared the methods with brain and foot imaging. As shown in Figure 4-7 and Figure 4-8, similar reduction of the aliasing artefacts can be observed near the tissue boundaries.

The aliasing artefacts were exacerbated in those images with sparsity in the pixel domain such as angiography (see Figure 4-9). In these cases, the improvement of the proposed method was clear when compared with conventional one. The weak incoherence of random phase-encode undersampling patterns limited conventional method in removing artefacts, as can be seen in Figure 4-9(c) where the red arrows point to the artefacts. In contrast, as shown in Figure 4-9(d), the proposed method consistently outperforms the conventional CS method producing images with small residual errors near the blood vessels.

To illustrate the reconstruction performance of both methods at other reduction factor, we chose brain imaging at $R = 4$ as a typical case for comparison (see Figure 4-10).
Figure 4-5. Reconstructed images of cardiac cine MR data (top row images) and difference images (bottom row images) at R = 6. From left to right the applied algorithms are: conventional and proposed method.
Figure 4-6. Comparison of difference images Figure 4-5(c) and Figure 4-5(d) in the region of interest (ROI). (a) shows the original image in ROI and (b) shows the contour of image in ROI. The difference images in ROI mapping with the contour: (c) with conventional CS, (d) with proposed method.
Figure 4-7. Reconstructed images of brain MR data (top row images) and difference images (bottom row images) at R = 6. From left to right the applied algorithms are: conventional and the proposed method.
Figure 4-8. Reconstructed images of foot MR data (top row images) and difference images (bottom row images) at R = 6. From left to right the applied algorithms are: conventional and proposed method.
Figure 4-9. Reconstructed images of angiography MR data (top row images) and difference images (bottom row images) at $R = 6$. From left to right the applied algorithms are: conventional and proposed method.
Figure 4-10. Reconstructed images of brain MR data (top row images) and difference images (bottom row images) at R = 4. From left to right the applied algorithms are: conventional and the proposed method.
4.4 Discussion

4.4.1 Reconstruction artefacts reduction

In this work, we reduced the dimension of the reconstruction problem from 2D to 1D, in which excellent 1D randomness in the phase direction facilitate the incoherence property for CS reconstruction. As Figure 4-11(b) illustrates, the output of the 1D reconstruction in the proposed method eliminated the majority of the aliasing artefacts when compared with the image transformed from the under-sampled $k$-space data (see Figure 4-11a). The comparison of the difference images (see Figure 4-11e, Figure 4-11f) may indicate the artefacts suppression more clearly. Nevertheless, in comparison with the conventional CS method (see Figure 4-11c), the result of the 1D reconstruction only is unacceptable yet. Though aliasing artefacts were not entirely eliminated (see Figure 4-11g), the reconstruction error of the conventional method was smaller than that in Figure 4-11(f). In the proposed method, we utilized the outputs of the 1D reconstruction (see Figure 4-11b) as an improved initial solution, and undertake a follow-up 2D CS reconstruction procedure. In the 2D reconstruction, signal correlations along both directions (phase and frequency) are considered, therefore further exploiting the signal sparsity to produce a better solution (see Figure 4-11d). As shown in Figure 4-11(h), the aliasing artefacts of the proposed method were minimized.

4.4.2 Extension of the proposed method

The 1D TV transform and 2D wavelet transform were implemented as the sparsity base in the parallel 1D signal reconstructions and 2D reconstruction of the proposed method. Other sparsity bases can also be applied to the proposed method, such as wavelet transform, Walsh transform [109] and tensor decomposition based transform [80], for specific imaging studies. The developed algorithm can be easily combined with parallel MR imaging, for more rapid imaging studies.

4.4.3 GPU acceleration

In the above four $256 \times 256$ MR image reconstruction studies, the average computation times of the conventional CS and the proposed method are 164 seconds and 235 seconds, respectively. Although the new method is slightly slower than conventional CS methods, as the proposed method dissembles 2D image reconstruction into several independent 1D signal reconstructions, it is thus quite straightforward to implement with GPU computing, for solving the formed 1D optimization problems.
Figure 4-11. Reconstructed images of phantom (left column images) and difference images (right column images) at R = 4. From up to down the applied algorithms are: zero padding, only 1D reconstruction in the proposed method, conventional CS and proposed method.
in parallel [124, 125]. With a successful GPU parallelization of the algorithm in the future, the efficiency of the proposed method can be significantly enhanced, thus has the potential to be applied to real-time reconstruction.

4.5 Conclusion

In this chapter, we have presented a novel reconstruction scheme for the application of CS in conventional Cartesian MRI. The proposed method is capable of eliminating large coherent aliasing artefacts introduced by random phase-encode under-sampling patterns. The theoretical analysis and imaging experiments have demonstrated that the proposed approach can effectively improve the reconstructed image quality in various MR imaging cases at different reduction factors. In future work, we plan to apply the proposed algorithm to various CS MRI applications.
5. Pseudo-Polar Fourier Transform based Compressed Sensing MRI

To overcome problems of applying radial trajectory in CS MRI, a radial-like pseudo-polar trajectory and the corresponding transform were approached to combine with CS in this chapter. The pseudo-polar trajectory preserves all the essential properties of radial trajectory and allows an accurate image reconstruction with pseudo-polar FFT instead of the traditional regridding and inverse-regridding process in radial trajectory.

This chapter is almost entirely based on a journal paper, “Pseudo-Polar Fourier Transform based Compressed Sensing MRI”, accepted for publication by *IEEE Transactions on Biomedical Engineering*.
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5.1 Introduction

As a typical non-Cartesian sampling trajectory in Magnetic Resonance Imaging (MRI), radial trajectory has a number of advantages over its Cartesian counterpart [126, 127]. For instance, in radial trajectory, the low-frequency region of the $k$-space centre is inherently oversampled, which provides superior performance in motion artefact reduction in dynamic MRI [128, 129]. In addition, radially sampled $k$-space may provide improved temporal resolution throughout the field of view (FOV), which can be used to reduce the total scan time, as demonstrated in angularly under-sampled projection-reconstruction (PR) for 3D cardiac MR (CMR) [130, 131]. Another important application of radial trajectories is its use in conjunction with Compressed Sensing (CS). The latter exploits sparsity of signals in some transformation domains and thus reconstruct MR images using far less data than fully sampled ones [7, 8]. There are some unique properties of radial trajectory that make it...
a promising method for CS reconstruction. Firstly, each ray of the radial trajectory carries an equal amount of low and high frequency information of $k$-space [132]. In contrast, the important low spatial frequency components are concentrated in a small number of lines of the Cartesian $k$-space [132], thus creating a difficulty in balancing the acquisition of both components in under-sampling scheme. Secondly, the aliasing artefacts of a radial under-sampling are scattered to various readout directions. Therefore, the incoherence of its point-spread function (PSF) makes the artefacts less pronounced and more noise-like [108]. With less coherence artefacts, the image sparsity can be further exploited when combining radial trajectories with fast imaging schemes such as FOCUSS [133], $k$-t FOCUSS [134] and the total variation regularization method [8].

To reconstruct images from radially sampled $k$-space, interpolation plays an important role. Typically, it is implemented either in the image domain (such as the filtered back projection method) or in the frequency domain (such as the regridding method) [17, 102, 119, 130, 135-138]. The filtered back projection method transforms the data along a ray of radial trajectory into a projection then back again, to produce a two (or three) dimensional image. In order to improve the reconstruction quality, the projection profiles are convolved with a suitable mathematical function (filter) prior to back projection. The regridding method uses convolution to interpolate the radial data onto a Cartesian grid in the frequency domain, and the approximated Cartesian data can be subsequently processed by the standard Fast Fourier Transform (FFT) [102, 130]. Essentially, these two methods are equivalent and theoretically achieve similar reconstruction accuracy.

However, the filter selection in the back projection reconstruction is one of the major problems in clinical imaging [102]. Additionally, the projection process should be linear, which is difficult to achieve practically, owing to eddy current distortions and hardware imperfections. Therefore, the regridding algorithm is more popular because it is easier to be adapted to any other non-Cartesian trajectory [102]. Nevertheless, regridding methods involve significant computation, which in practice limits the application of radial trajectory in the CS MRI. This is particularly evident in those iterative CS based algorithms where the regridding and inverse-regridding operations are performed in each iteration [101, 102]. Furthermore, the interpolations in each iteration generates inaccurate data in the $k$-space, leading to areas with a piecewise constant and artefactual edges [102].

In recent years, a radial-like, pseudo-polar (PP) trajectory has been developed to avoid the above regridding / inverse-regridding operation [82, 139, 140]. This efficient pseudo-polar FFT (PPFFT)
operation completely avoids the 2D interpolation, and it involves only a PPFFT operation, which has similar computational complexity as a Cartesian 2D-FFT.

In this chapter, we propose a novel method that will reconstruct MR images with a CS algorithm from under-sampled $k$-space data with a pseudo-polar trajectory. This method takes advantage of the PPFFT to eliminate errors associated with the iterative regridding algorithms and PP trajectory to preserve the details. Simulations and experiments are used to demonstrate the performance of the proposed method.

5.2 Theory

5.2.1 Pseudo-Polar grid

Based on the definition of a polar-like 2D grid, the points of pseudo-polar grid in the $k$-space domain of normalized region of $[-1, 1]^2$ can be separated into two subsets, that is, basically vertical (BV) and basically horizontal (BH), which can be mathematically described as [82]:

\[
\begin{align*}
BH & = \left\{ \begin{array}{l}
\xi_y = \frac{v}{N} \text{ for } -N \leq v < N, \\
\xi_x = \xi_y \cdot \frac{2u}{N}, \text{ for } -\frac{N}{2} \leq u < \frac{N}{2}
\end{array} \right\} \\
BV & = \left\{ \begin{array}{l}
\xi_x = \frac{v}{N} \text{ for } -N \leq v < N, \\
\xi_y = \xi_x \cdot \frac{2u}{N}, \text{ for } -\frac{N}{2} \leq u < \frac{N}{2}
\end{array} \right\}
\end{align*}
\]

(5-1) (5-2)

where $\xi_x$ and $\xi_y$ are the coordinates of the grid point along x axis and y axis in the $k$-space, respectively. $N$ is the size of the corresponding signal in the time domain. The grid is illustrated in Figure 5-1, where the BH points are marked with empty circles and the BV ones are marked with filled circles. Adapted from (5-2), the BV rays have equispaced slope: $\frac{\xi_y}{\xi_x} = \frac{2u}{N}, \text{ for } -\frac{N}{2} \leq u < \frac{N}{2}$.

The BH rays are similar but with clockwise rotation of 90 degrees. The equispaced slope of BV and BH rays are defined as the equal-slope rays for pseudo-polar grid. Instead of having the concentric circles and equal-angle spokes in the radial grid, the pseudo-polar grid has the concentric squares and equal-slope spokes, which are depicted in Figure 5-1. Overall, $4N^2$ frequency sampling points, including BH and BV points, are generated from an image of size $N \times N$. All of these $4N^2$ pseudo-polar acquisitions fall exactly onto a $N^2 \times N^2$ Cartesian grid (see Figure 5-1 as an example for $N = 4$). The $4N^2$ data points are stored in a $2N \times 2N$ matrix. BH points are saved in the first N columns,
where the column index and row index of the matrix correspond to the horizontal index \( u \) and vertical index \( v \) of the data points. BV points are saved in the same way for the rest \( N \) columns. The data structure of the matrix implies that, each row contains the points along one spoke and each column contains the points along one concentric square. On average, the pseudo-polar trajectory has nearly 4 times as many samples in the \( k \)-space as an equivalent Cartesian sampling, which ensures a good numerical stability of pseudo-polar Fourier transform.

Figure 5-1. The pseudo-polar grid consists of BH points (empty circles) and BV points (filled circles) when \( N = 4 \). The coordinates intersect into 4 concentric squares and 8 equal-slope spokes.

5.2.2 Pseudo-Polar Fourier transform

With a given 2D image \( I(m, n) \), \( 0 \leq m, n < N \), its Fourier transform on the pseudo-polar grid can be obtained as follows [119]:

\[
K(\xi_x, \xi_y) = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} I(m, n) \cdot \exp(-i(m\xi_x + n\xi_y)) \tag{5-3}
\]

To the BH points \( K_{BH} \), we can substitute the coordinates from (5-1) and obtain:
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\[
K_{BH}(\xi_x, \xi_y) = K_{BH}(u, v) = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} I(m, n) \cdot \exp \left(-i \left(\frac{2\pi m uv}{N^2} + \frac{\pi nv}{N}\right)\right) \quad (5-4)
\]

\[
= \sum_{m=0}^{N-1} \exp \left(-\frac{i2\pi m}{N^2}\right) \sum_{n=0}^{N-1} I(m, n) \cdot \exp \left(-\frac{i\pi n}{N}\right) \quad (5-5)
\]

where \(u\) and \(v\) are the indexes of the corresponding \(K_{BH}\) point coordinates \(\xi_x\) and \(\xi_y\).

The inner summation part in Equation (5-5) becomes:

\[
G_{BH}(m, v) = \sum_{n=0}^{N-1} I(m, n) \cdot \exp \left(-\frac{i\pi n}{N}\right) = \sum_{n=0}^{2N-1} I(m, n) \cdot \exp \left(-\frac{i2\pi n}{2N}\right) \quad (5-6)
\]

Equation (5-6) is actually a 1D-FFT on the columns of \(I(m, n)\) with zero padding and can be processed directly using regular 1D-FFT algorithm.

With the result of equation (5-6), we can proceed with the outer summation in equation (5-5) as:

\[
K_{BH}(\xi_x, \xi_y) = K_{BH}(u, v) = \sum_{m=0}^{N-1} G_{BH}(m, v) \exp \left(-\frac{i2\pi m}{N} \cdot \frac{v}{N}\right) \quad (5-7)
\]

Without the factor \(\alpha = \frac{v}{N}\) in the exponent function, equation (5-7) is a regular 1D-FFT, applied on the rows of \(I(m, n)\). Here, we use Fractional Fourier Transform (FRFT) to calculate the summation in equation (5-7) [82, 101, 138]. The results will be stacked in an array with 2N rows and N columns.

BV points can be processed in a similar fashion. After processing both the HV and BV points, the pseudo-Polar FFT results will be stored in a matrix \(T_{PP} \in \mathbb{C}^{4N^2 \times N^2}\).

The inverse Fourier transform can be implemented using the least-squares (LS) method [102, 140], and specifically, the inversion is achieved by solving the following minimization problem:

\[
I = \operatorname{Arg} \min_{I} \|T_{PP}I - K\|_2^2 = (T_{PP}^H T_{PP})^{-1} T_{PP}^H K \quad (5-8)
\]

The above equation is computationally expensive; an iterative approach is used instead:

\[
I_{i+1} = I_i - DT_{PP}^H (T_{PP} I_i - K) \quad (5-9)
\]

where \(i\) stands for the current iteration step, \(D\) is a positive-definite matrix to control the descent of each iteration step (for details, see [82]). As shown in [82], a proper \(D\) can ensure good convergence.
of the corresponding algorithm. In the current study, $D$ was determined in a similar fashion to previous works [82, 101].

### 5.2.3 Comparison between the pseudo-polar and polar methods

To analyse the properties of the pseudo-polar grid and corresponding PPFFT further, we compare them to those of the radial grids and traditional regridding methods. Suppose the object MR image $I$ has $32 \times 32$ pixels, and its pseudo-polar grid and radial grid in the $k$-space are shown in Fig. 2. According to the theory in II.A and Nyquist-Shannon sampling theorem, the pseudo-polar grid (see Figure 5-2a) contains 64 rays with 64 points on each ray and the radial grid (see b) has 50 rays with 32 points on each ray [138]. It is evident that the pseudo-polar grid covers more high frequency parts of the $k$-space, therefore contains more information of image details.

A numerical Shepp-Logan phantom with $256 \times 256$ pixels (see Figure 5-3a) is used to analyse the accuracy of PPFFT and traditional regridding methods [137]. The pseudo-polar grid is defined as a set of 512 rays with 512 points on each ray. The radial grid contains 402 full-length rays with 512 points, where the two-fold oversampling is applied along the readout direction to avoid the effects from aliasing sidelobes of the convolution in traditional regridding methods [137, 141]. Non-Uniform Fast Fourier Transformation (NUFFT) [137] is implemented as the traditional regridding method. Firstly, the phantom is transformed from the image domain to the corresponding $k$-space domains. For a numerical comparison, the $k$-space data are inversely transformed from the $k$-space back to the image domain. The reconstructed image by PPFFT (see Figure 5-3b) and the one by the regridding method (see Figure 5-3c) are then compared to the original image. The dual interpolations during inverse-regridding and regridding operations introduce numerical error as shown in Figure 5-3(d).

Based on a 1D FFT, the PPFFT can more accurately reconstruct the image as shown in Figure 5-3(e). Comparing Figure 5-3(d) and Figure 5-3(e), we see that the main reconstruction errors of the regridding method concentrate near the image edge or regions with fine detail. In addition to the interpolation-introduced error, the reconstruction inaccuracy is also caused by the omission of the high frequency part in the radial $k$-space data as the arrow in Figure 5-2(d) illustrates.
Figure 5-2. Comparison of pseudo-polar and radial grids: The first row shows pseudo-polar grid (a) and radial grid (b) for the object MR image with 32 × 32 pixel. The second row displays the magnified part of pseudo-polar grid (c) and radial grid (d). The arrow in (d) illustrates the k-space coverage omission by radial grid.
Figure 5-3. Accuracy comparison of PPFFT and regridding method: (a) Original image; (b) Reconstructed image from radial $k$-space data through regridding; (c) Reconstructed image from Pseudo-Polar $k$-space data through inverse PPFFT; (d) The difference of original image and reconstructed one by regridding method; (e) The difference of original image and reconstructed one by PPFFT.
5.2.4 Under-sampling pattern

The design of an under-sampling pattern is critical to the implementation of CS MRI, as it relates to the incoherence property that is essential for the image reconstruction. Using the equal-angle rays of radial trajectory and equal-slope rays of pseudo-polar trajectory, golden-angle under-sampling patterns [136, 137] and homogenous under-sampling patterns are performed. Here, in the cases with radial or pseudo-polar trajectories, the under-sampling rate or reduction factor (R) is defined as the ratio of one dimension of the image size (N) and the amount of sampled rays (S), i.e., R=N/S. For instance, the objective image size was 256×256. According to section C, the size of fully sampled k-space data of pseudo-polar trajectory was 512 rays with 512 points on each ray. Correspondingly, the size of fully sampled k-space data of radial trajectory was 402 rays with 256 points on each ray, according to the Nyquist-Shannon sampling theorem. When the reduction factor was set to be 6, there were \( \frac{256}{6} \approx 43 \) rays obtained for both trajectories. Figure 5-4(a) and Figure 5-4(b) illustrate the corresponding under-sampling patterns of these two trajectories.

The point spread function (PSF) was used here to evaluate the incoherence property of the two under-sampling patterns [137, 142, 143], as shown in Figure 5-4(c) and Figure 5-4(d). The incoherence is computed as the ratio of the main-lobe to the standard deviation of the side-lobes of PSF. The numerical incoherence results were 54.8 and 56.6 for the radial under-sampling pattern with a golden-angle scheme and pseudo-polar with a homogenous under-sampling, respectively. It demonstrates the performance of homogenous under-sampling pseudo-polar trajectory in incoherence properties.
5.2.5 The proposed CS-MRI method

Based on the above described pseudo-polar framework, the CS MRI optimization is described as follows:

Suppose the object MR image $I$ with $N \times N$ pixels, which can be represented sparsely in a mathematical basis $\Psi$. To reduce the data collection time, a subset of $k$-space data, $y$, is obtained using an under-sampling pattern $P$. Then the standard CS MRI reconstruction attempts to recover the full image data $I$ through solving the following constrained optimization problem [8, 142, 143]:

$$
\text{Min} \quad \| \Psi(x) \|_1 \quad \text{s.t.} \quad \| \Phi_P(x) - y \|_2 < \varepsilon
$$

Figure 5-4. Comparison of radial and pseudo-polar under-sampling pattern at $R = 6$. (a) Radial trajectory with golden-angle under-sampling scheme; (b) Pseudo-polar trajectory with homogenous under-sampling scheme; (c) The point spread function (PSF) of radial under-sampling pattern; (d) PSF of pseudo-polar under-sampling pattern.
where $x$ is the reconstructed $N \times N$-pixel image, $\| \cdot \|_1$ represents the $\ell_1$ norm defined as $\|x\|_1 = \sum_{i=1}^{N} \sum_{j=1}^{N} |x_{ij}|$, $\Psi$ means the sparse transform, $\mathcal{F}$ donates the FFT followed by an under-sampling pattern $P$, $y = \mathcal{F}(I)$ is the corresponding subset of the $k$-space measurements, $\epsilon$ controls the data fidelity of reconstruction depending on the selected $k$-space measurements $y$.

With the pseudo-polar Fourier transform, the $\mathcal{F}$ operator in (5-10) is expressed as:

$$\mathcal{F} = (T_{pp}x) \circ P_{pp}$$

where $P_{pp}$ is the under-sampling pattern, $T_{pp}$ is the PPFFT.

### 5.3 Methods and materials

#### 5.3.1 Data acquisitions

The numerical validation of the proposed method is performed with using a Shepp-Logan image with 256×256 pixels. The two-fold oversampling in readout direction was applied on each radial ray, which avoided aliasing sidelobes [137, 141]. So the radial $k$-space consisted of 402 full-length rays, on which 512 points were sampled. The pseudo-polar $k$-space consisted of 512 full-length rays on which 512 points were sampled.

A LEGO phantom and a mouse were used to verify the performance of the proposed method experimentally. The experimental data acquisition was implemented by a 9.4 T Bruker Biospin MRI preclinical scanner (Ettlingen, Germany) with a birdcage volume radiofrequency coil of 40 mm in diameter. The LEGO phantom was constructed by inserting a piece of LEGO block into a cylindrical container ($\phi = 24$ mm) filled with a water solution of NaCl (0.045 mol/L) and NiSO$_4$·6H$_2$O (0.005 mol/L). The mouse was anesthetized with isoflurane (1% - 2% in 1 L/min flow of medical grade oxygen) and was presented prone within the scanner.

The radial $k$-space data were acquired using ultra-short TE (UTE) sequence [144] with the following parameters: $TR = 100$ms, $TE = 0.40$ms, and matrix size 256×256. $B_0$ shimming was achieved by first measuring the $B_0$ map using a multi-echo sequence, and then calculating and applying the second-order shims. The fully sampled radial $k$-space data consisted of 804 half-length rays, on which 128 points were sampled in the readout direction. The total acquisition time was 80.4 s for this radial UTE sequence. In order to avoid the fold-over effect caused by regridding method, we set the FOV larger
than the imaging subject instead of two-fold oversampling along the readout direction for radial trajectory [141].

The pseudo-polar sequence was modified from UTE sequence by replacing radial grid with pseudo-polar grid. In this study, we kept TR, TE and matrix size of pseudo-polar UTE the same as radial UTE; therefore, according to Section II.A, the fully sampled pseudo-polar k-space is a set of 1024 half-length rays, each of which consisted of 256 points with uniform distance in the readout direction. The acquisition time of the whole data was in 102.4 s.

The eddy currents and gradient imperfections led to deviations of the actual sampling trajectory from the theoretical one. The actual sampling locations in $k$-space were estimated using a vendor-supplied function (Paravision 6.0, Bruker Biospin) available to both radial and pseudo-polar trajectories. The deviation happened to both radial and pseudo-polar acquisitions, as illustrated in Figure 5-5, where the theoretical trajectory is shown in red and the actual trajectory is shown in blue. As the deviations of theoretical sampling points and actual sampling points were not significant, a cubic interpolation was implemented to calibrate the raw $k$-space data points to the theoretical locations for both trajectories.

The golden-angle under-sampling pattern was applied to the radial trajectory in a retrospective fashion. Since the conventional radial rays do not coincide with golden angles, the acquired radial rays that were closest to the desired golden angles were selected to simulate golden angle acquisitions. The under-sampling was achieved in a straightforward fashion. Taking an image of 256×256 (corresponding to a fully-sampled $k$-space of 804 half-length radial rays) for example, the radial rays associated with the first 256, 128, 90, 64 and 52 golden angles corresponded to reduction factors of 2, 4, 6, 8 and 10 respectively.

The homogenous under-sampling pattern was implemented for the pseudo-polar trajectory by discarding the fully sampled $k$-space data. For a 256×256 image (corresponding to a fully sampled $k$-space of 1024 half-length pseudo-polar rays) with the same reduction factors as radial acquisition (i.e., 2, 4, 6, 8 and 10), 256, 128, 90, 64, 52 half-length pseudo-polar rays were included in the CS reconstruction. In such a way, with the under-sampling rate the number of acquisitions and hence the acquisition times are the same for both trajectories.
Figure 5-5. The magnified version of radial trajectory (a) and pseudo-polar trajectory (b) with theoretical sampling points in red and actual sampling points in blue.
5.3.2 CS reconstructions

All the above-mentioned reconstructions were implemented in Matlab (R2014b: The Mathworks, Natick, MA) on a personal computer with an Intel Core i7-3770 eight-core processor and 12GB of memory. During CS optimization, the constrained convex optimization problem expressed in (5-10) and (5-11) was re-organized into an unconstrained Lagrangian form [142, 143]:

$$\text{Arg min}_x(||(T_{PP}x) \ast P_{PP} - y||_2 + \lambda \|\Psi(x)\|_1)$$

(5-12)

where $\lambda$ donates the trade-off parameter between the data sparsity ($\ell_1$ norm) and consistency ($\ell_2$ norms). In this study, equation (12) was processed by the nonlinear conjugates and backtracking line-search methods proposed in [142, 143]. For comparison, the algorithm developed in [119] is referred to as the conventional CS method, which is based on a modified version of nonlinear conjugate gradient algorithm to solve the optimization problem and uses non-uniform FFT or NUFFT (instead of traditional Cartesian 2D-FFT) to transform data between radial $k$-space and image domain. Wavelet and total variation (TV) transforms are utilized as sparse transform in both methods to control the $\ell_1$ norm. The regularization parameters (Lagarangian multipliers for sparsity and TV terms) for both methods were tuned individually to achieve optimal reconstruction qualities. To quantitatively evaluate the reconstructed image quality of both CS MRI methods, PSNR (define as equation (3-5)) and SSIM (define as equation (4-5)) are introduced as performance metrics.

As $k$-space data were acquired using radial and pseudo-polar trajectories in the experiments, the fully sampled radial and pseudo-polar images were obtained and normalized as the reference for conventional and the proposed method respectively. For both conventional and the proposed methods, the differences between the reconstructed and fully sampled images were also qualitatively compared.

5.4 Results

5.4.1 Simulation

In this numerical simulation, we compared the reconstructed images of conventional and the proposed methods at the reduction factor of 6 (45 sampled rays from 402 fully sampled rays for radial trajectory and 512 fully sampled rays for pseudo-polar trajectory). The results are shown in Figure 5-6. Comparing the magnified parts in the reconstructions of the two methods (see Figure 5-6a and Figure 5-6b), we find that the proposed method recovered image details without blurring. When comparing the difference between the original and reconstructed images outlined in Figure 5-6(c) and Figure 5-
6(d), it is easy to see that the proposed method effectively eliminated the streaking artifacts and retained the sharp edges of the object (see arrows in Figure 5-6c and Figure 5-6d).

Figure 5-7 displays the PSNR and SSIM values as a function of reduction factors. Both curves show that the proposed method had a stable improvement at all the reduction factors under consideration. Compared with the conventional CS approach, the new method obtained at about 5dB PSNR increase whilst it still kept the SSIM value above 0.8, particularly when R = 2, 4 or 6.

![Reconstructed images of Shepp-Logan phantom (top row) and difference images (bottom row) at R = 6. From left to right applied algorithms are: conventional and proposed methods. The contrast of magnified parts in (a) and (b) is normalized with the maximum values of them. The magnified parts in (c) and (d) are processed in the same way.](image-url)
A LEGO phantom was used to acquire radial and pseudo-polar $k$-space data. The fully sampled $k$-space datasets with both trajectories were used as references (see Figure 5-8a and Figure 5-8b) in the study. It can be seen that the proposed method achieved higher PSNR and SSIM values compared with conventional NUFFT based CS methods.

### 5.4.2 LEGO phantom results

A LEGO phantom was used to acquire radial and pseudo-polar $k$-space data. The fully sampled $k$-space datasets with both trajectories were used as references (see Figure 5-8a and Figure 5-8b) in the study.
respective accelerated case. Images in Figure 5-8 illustrated the performance of the two methods with 64 rays (R = 4) of \( k \)-space data. Compared with the original image from fully sampled radial \( k \)-space data (see Figure 5-8a), the streaking artefacts introduced by under-sampling was evident in the image reconstructed by the conventional method, especially near sharp edges (marked with red arrows in Figure 5-8c). In contrast, the proposed method eliminated these under-sampling artefacts when comparing the original image (see Figure 5-8b) and reconstructed image (see Figure 5-8d) from pseudo-polar \( k \)-space data. Comparing Figure 5-8(e) and Figure 5-8(f), the difference in images produced by the two methods demonstrates the improved accuracy of the proposed method. The errors near the border between the background and object were obvious in the conventional method as shown in Figure 5-8(e). The max error in the image reconstructed by the proposed method was 0.1116, which was less than half of that of the conventional method (0.2642).

Figure 5-9 displays the PSNR and SSIM values as a function of reduction factor. As the LEGO phantom with sharp edges and strong contrast, the proposed method had at least 5dB improvements in PSNR compared to a conventional method. At a very high reduction factor (R=10), the SSIM of reconstructed images with the proposed method was still kept up to 0.95, significantly higher than that of the conventional method with R=4.
Figure 5-8. Reconstructed images of Shepp-Logan phantom (top row) and difference images (bottom row) at $R = 6$. From left to right applied algorithms are: conventional and proposed methods. The contrast of magnified parts in (a) and (b) is normalized with the maximum values of them. The magnified parts in (c) and (d) are processed in the same way.
Figure 5-9. PSNR (a) and SSIM (b) curves vs. various reduction factors. In this study, the CS reconstructions of under-sampled LEGO phantom data from radial and pseudo-polar trajectories were considered.
5.4.3 In vivo experiment results

A live mouse was used to acquire radial and pseudo-polar $k$-space data for head imaging. Due to a slight mismatching in the imaging slice, the radial and pseudo-polar images had different appearances shown as Figure 5-10(a) and Figure 5-10(b) respectively.

In Figure 5-10, the reconstructions with 64 $k$-space rays ($R = 4$) from the radial and pseudo-polar trajectories were selected as a case for study. Overall, both methods acquired good quality images. Compared with the reconstruction by the proposed method (see Figure 5-10d), there were some streaking artefacts in the conventional method, illustrated by the arrow in Figure 5-10(c). Meanwhile, Pseudo-Polar trajectory effectively suppressed these under-sampling artefacts. To the reconstruction accuracy of the two methods, the difference in images is shown in Figure 5-10(e) and Figure 5-10(f). Noticeably, the proposed method provided higher reconstruction accuracy, especially regarding the edges and details. The max reconstruction errors were 0.1565 and 0.1514 for conventional and the proposed methods respectively.

Figure 5-11 depicts the magnified version of images shown in Figure 5-10 for detailed analysis. For the conventional method, Figure 5-11(a) and Figure 5-11(c) show some structure losses (illustrated by the arrows) in the reconstructed image when compared to the original image. In comparison, the proposed method showed better reconstruction performance with finely maintained structures and sharpness, indicated by the arrows in Figure 5-11(b) and Figure 5-11(d).

As depicted in Figure 5-12, the improvement of the proposed method was stable at different reduction factors, where the PSNR value was higher than the radial-sampled counterpart by over 2dB and the SSIM value was kept over 0.88.
Figure 5-10. The performance comparison of two methods in in vivo mouse head imaging with 64 rays of $k$-space data ($R = 4$). (a) Original image from fully sampled radial data. (b) Original image from fully sampled pseudo-polar data. (c) Reconstructed image by conventional method from under-sampled radial data. (d) Reconstructed image by proposed method from under-sampled pseudo-polar data. (e) Difference image of conventional method. (f) Difference image of proposed method.
Figure 5-11. Magnified versions of images in Fig. 10. (a) Original image from fully sampled radial data. (b) Original image from fully sampled pseudo-polar data. (c) Reconstructed image by conventional method from under-sampled radial data. (d) Reconstructed image by proposed method from under-sampled pseudo-polar data.
Figure 5-12. PSNR (a) and SSIM (b) curves vs. various reduction factors. In this study, the CS reconstruction of under-sampled in vivo mouse head imaging was considered.
5.5 Discussion

5.5.1 Reconstruction quality improvement

In this study, we have proposed a method that uses pseudo-polar trajectories for CS-MRI. This method avoids the iterative procedure of regridding and inverse regridding involved in the traditional non-Cartesian CS-MRI reconstruction method. A Shepp-Logan phantom, LEGO phantom and an in vivo mouse sample were used to demonstrate the performance of the proposed method in relation to image detail preservation and streaking artifacts suppression. The results clearly demonstrate that the combination of the new sampling trajectory and CS reconstruction outperforms that of the conventional CS implementation with the radial trajectory and regridding.

Similar to the standard radial trajectory, the pseudo-polar trajectory inherits characteristics of low sensitivity to motion. Also, with superior incoherence property, the pseudo-polar under-sampling pattern leads to streaking artifacts of lower intensities than that of the radial trajectory. In terms of $k$-space coverage of these two trajectories (see Figure 5-2a and Figure 5-2b), pseudo-polar trajectory acquires more high-frequency regions of $k$-space. The additional high-frequency $k$-space coverage leads to a better result in image detail and sharp edge preservation. Moreover, the pseudo-polar trajectories enable the applications of PPFFT in the proposed reconstruction algorithm, which avoids the regridding and inverse regridding operations (lossy interpolations) as typically done in each iteration of the radial CS reconstruction. The advantages of the pseudo-polar CS reconstruction are evidenced by the simulation and experimental data (Figure 5-6 ~ Figure 5-12).

5.5.2 Computational cost

Compared with Cartesian CS method, the proposed method involves an iterative inverse PPFFT operation, which increases the computation burden. To robustly achieve good quality reconstructions, we set the max iteration time as 10 and error tolerance as $10^{-7}$ for the inverse PPFFT implementation. In the given studies with the image size of 256×256, the average computation times of the Cartesian CS method and proposed method were 15.5 seconds and 198.5 seconds, respectively. For imaging applications requiring real-time reconstructions, the computational efficiency can be improved by implementing the reconstruction software in more efficient platforms, such as C language, instead of the MATLAB scripts currently used.
5.5.3 Limitations of the proposed method

The successful implementation of the proposed method requires a high accuracy $k$-space sampling. Because of the eddy current issue in MRI, the actual sampling trajectory may deviate from the designed trajectory, leading to inaccuracy in signal collection. A calibration method for the $k$-space sampling is currently in progress, which aims to improve the performance and robustness of the proposed method.

5.6 Conclusion

In this Chapter, we have presented a novel rapid MR imaging method that combines the pseudo-polar $k$-space trajectory and CS. The proposed method takes advantage of the high efficiency of the fast pseudo-polar Fourier transform, thus avoiding repeated regridding/inverse-regridding operations that result in interpolation errors in cases of standard radial $k$-space trajectory. The results from the simulation and imaging experiments demonstrate that the new method effectively improves the reconstructed image quality at various reduction factors. In further work, the proposed method will be refined and used in dynamic imaging applications.
6. Conclusion

As described in Chapter 2, the imaging speed of traditional MRI is inherently limited by collecting data sequentially using gradient encoding. To reduce the scan time of MRI, high-speed imaging techniques like FSE and EPI, and parallel imaging techniques such as GRAPPA and SENSE have been proposed and implemented. However, the current techniques for acceleration still cannot fully meet the imaging requirements in some situations such as cardiac, perfusion and functional MRI to image dynamic phenomena with higher spatial and temporal resolution. Theoretically sound, CS is a breakthrough in MRI acceleration technique. The sub-sampling in data collection can directly shorten the scan time and faithful image reconstruction can be obtained from the sub-sampled $k$-space data using optimisation algorithms. Nevertheless, looking at the application of CS in MRI, some theoretical conditions are not feasible in practise, for example the truly random point $k$-space sampling trajectory required by CS is impractical in current MRI systems. The compromise in the realization of this degrades the quality of reconstructed images and obstructs the further applications of CS MRI.

This thesis presents a series of original research (Chapters 3-5) with the intention to improve the image reconstruction quality of CS MRI. In this chapter, the contribution of the thesis is summed up and the implications of the research are presented. Then, a discussion of the limitations of the current research is provided and the chapter concludes with an overview of planned future work related to improvements and extensions to the current solutions.

6.1 Thesis contributions and implications

6.1.1 Compressed Sensing MRI via two-stage reconstruction (Chapter 3)

A novel, two-stage reconstruction scheme was introduced to avoid the deterioration in image quality of MR images reconstructed by CS at high reduction factors. As it is known that energy of most images is concentrated in and around the central region of $k$-space origin, the approach applied a segmentation strategy to take advantage of the non-uniform distribution of $k$-space information. In contrast to other methods that segment data in the sparsity domain such as the wavelet domain, this novel approach is the first to segment data in the $k$-space domain. An original metric, $k$-space power ratio, was introduced here to decide the boundary of segmentation. Applying different optimization parameters to the segmented areas, the non-uniform distribution of $k$-space information can be used...
to facilitate the CS reconstruction close to ideal conditions. To assess the performance, cardiac cine, sagittal brain MR and angiogram imaging were selected for clinical research. Compared with a conventional CS reconstruction, the proposed method achieved a better reconstruction with a 2 ~ 4dB peak signal-to-noise ratio improvement, while the reduction factor was up to 6.

6.1.2 Aliasing Artefact Suppression in Compressed Sensing MRI for Random Phase-encode Under-sampling (Chapter 4)

The feasibility of a novel method was investigated to suppress the aliasing artefacts by exploiting the random phase-encode under-sampling pattern in CS MRI. In this method, a new strategy, which splits the traditional 2D image reconstruction problem into a series of 1D signal reconstruction problems, was first bought up to reduce the mutual coherence between the adjacent columns of under-sampled \( k \)-space data acquired using a random phase-encode pattern. In each 1D signal reconstruction problem, the 1D randomness in the phase-encode under-sampling pattern can be put to best use to cut down the aliasing artefacts in the 2D image reconstruction. The performance of the proposed method was evaluated by various cases of typical MR images including cardiac cine, brain, foot and angiogram with the reduction factor up to 10. Compared to conventional methods that use a modified version of the nonlinear conjugate gradient algorithm to solve whole image reconstruction problem, the new method achieves more accurate reconstruction results with a 2~5dB gain in PSNR and a higher SSIM. Experiments using the proposed method demonstrated faithful reconstruction of the MR image and suppression of the coherent artefacts introduced by the random phase-encode under-sampling.

6.1.3 Pseudo-Polar Fourier Transform based Compressed Sensing MRI (Chapter 5)

In order to avoid the weak incoherence of a Cartesian trajectory in CS MRI, a non-Cartesian trajectory, a pseudo-polar trajectory and the relative transform (PPFFT) were applied to combine with CS in the proposed method. Compared with conventional Cartesian trajectories, the radially sampled \( k \)-space data by pseudo-polar trajectory are more incoherent and more data are collected from the central \( k \)-space region. These properties are very suitable for CS based fast imaging. Meanwhile, the transformation of pseudo-polar sampled \( k \)-space data into the image domain was realized through pseudo-polar FFT, which is based on the standard 1D FFT and the FRFT. This effective and accurate way of transformation makes it superior to the radial \( k \)-space trajectory, which is also a non-Cartesian trajectory and has drawn strong interest from researchers for its potential in developing fast imaging methods in MRI. To evaluate the performance of the proposed method, both simulated and experimental data are used to compare the new method with conventional approaches. Compared
with the conventional radial sampling based CS-MRI methods, the proposed method achieves greater than 2 dB gain in PSNR and keeps the SSIM over 0.88 in different situations of simulation and in vivo experiments. The performance demonstrated the proposed method achieved a more accurate reconstruction with respect to image detail/edge preservation and artefact suppression than conventional approaches. The successful implementation of the non-Cartesian trajectory based scheme provides a practical way of implementing CS MRI to get accurate and faithful image reconstruction for clinical applications.

6.1.4 Implications

This research has presented a number of original and creative methods for improving the reconstruction quality of CS MRI. The majority of current studies in CS MRI focus on improving the performance of the CS algorithm by finding more suitable sparsity transform, designing more incoherent under-sampling patterns and using more efficient optimization. This thesis presented a series of methods from another perspective to achieve more accurate reconstruction by exploiting the properties of MRI $k$-space data when combined with CS. Using iterative (Chapter 3) and split (Chapter 4) reconstruction strategies, and a novel acquisition trajectory (Chapter 5) approach all demonstrate an increase in performance in faithful image reconstructions. These novel approaches have significant potentials when merged with existing research focusing on the transform sparsity or optimization algorithms of CS. These proposed methods are likely to contribute positively to clinical feasibility of CS MRI and provide better opportunities to further implement CS MRI in dynamic imaging and rapid imaging.

6.2 Limitations

6.2.1 Computational complexity

A common limitation of the proposed methods in Chapter 3 and 4 is the increased computational cost compared to the conventional methods based on a nonlinear optimization, which has already been shown to be time consuming. The segmenting process of the method in Chapter 3 separated the whole image reconstruction of the conventional method into two stages. The extra central $k$-space data reconstruction in the first stage does obtain a faithful reconstruction of image outline, which provides more information for the whole image reconstruction. However, the accompanying iterative optimization in this stage increases the computation burden.
Regarding the approach in Chapter 4, the series of 1D signal reconstructions separated from the 2D image reconstruction took full advantages of the 1D incoherence of the random phase-encode undersampling pattern to fit the requirement of incoherence in CS. However, the corresponding cost was the additional optimizing operations, which caused an increase in computational complexity.

The PPFFT in Chapter 5 is more efficient than the traditional regridding and inverse-regridding method when realizing the transform between the non-Cartesian $k$-space data and the reconstructed image. However, the inverse PPFFT process still poses a difficulty in its calculation as it is realized by an iterative optimization method. The different settings of maximum iteration number for various situations can cause uncertainty in computing time. And error tolerance in this iteratively refined algorithm may also make it time consuming, especially if this threshold is set to an infinitesimal value. It is expected that the inverse transform can be further improved with more effective or non-iterative optimizations.

### 6.2.2 Data accuracy

By using a pseudo-polar trajectory and a pseudo-polar fast Fourier transform, the method developed in Chapter 5 reconstructed images with detail preservation. However, the quality of the reconstruction does not only depend on the recovery method. The accuracy of the $k$-space sampling is also an important element affecting the final reconstructed result. In practice, the eddy current effects induced by gradient switching can cause trajectory deviation from the designed trajectory. The deviation leads to inaccurate signal collection and degrades the reconstructed image quality. The problem is prominent when applying a non-Cartesian sampling trajectory like a pseudo-polar trajectory. Because the inverse pseudo-polar fast Fourier transform is based on an iterative algorithm, the initial error introduced by the trajectory deviation will be magnified after several iterations and degrade the quality of the transformed images. A simple data calibration algorithm was implemented to post-correct the data in Chapter 5, but this could also influence reconstruction accuracy. It is hoped that data accuracy can be improved by resorting to a more optimized data calibration algorithm and advanced hardware platforms.
6.3 Future work

Future work will mainly focus on improvement to existing solutions and extending the applications of the current work. Specifically, the image reconstruction schemes developed in Chapter 3 and Chapter 4 could achieve better performance with a more efficient sparsity transform and an improved optimization algorithm. With the spread of GPU accelerated computing, taking advantage of upgraded hardware would mean that the series of 1D parallel signal reconstructions in the proposed method (see Chapter 4) could be computed simultaneously to shorten the processing time. The approach based on a PP trajectory and PPFFT could be developed for dynamic imaging for its low motion sensitivity.

6.3.1 Improvement to current solutions

In this thesis, the classic wavelet sparsity transform and the standard CG optimization algorithm are still used in the proposed methods. Recently, the CS theory has been considerably improved and can be used to further promote the reconstructed image quality of CS MRI. For example, the novel sparsity bases in CS [79, 80, 92, 99] have the potential in to provide optimal sparse representation of objects to retain more details with the same number of samples. In the static CS MRI, shearlet and curvelet [146, 147] sparsity transforms can preserve the edges and features in image reconstruction because of the excellent directional selectivity and localization property. In addition to these 2D sparsity transforms, a series of high-order sparsity transforms like 3D wavelet transform [148], 3D shearlet transform [149] and HOSVD [80] can exploit the tensor sparsity in the 3D or 4D dataset. They are demonstrated to be useful in dynamic MRI in terms of image reconstruction accuracy and sparsifying efficiency. On the other hand, several kinds of algorithms have also been proposed for CS to faithfully reconstruct the sparse signals from a small number of linear measurements. For example, the iteratively reweighted least squares (IRLS) performed $l_p$-norm ($p < 1$) minimization to approximate the ideal $l_0$-norm minimization in CS [150]. And the Fast Iterative Soft Thresholding Algorithm (FISTA) [152, 153] is proposed to achieve fast convergence of image reconstruction by first order methods. Another proposed method [153] split the hard composite regulation problem in CS into sub problems, which reduces the computational complexity in the image reconstruction. Combining all of these advanced sparsity transforms and optimization algorithm, the proposed methods in this thesis will be used to greater advantage in making CS MRI practical for routine clinical use.
The split reconstruction strategy of the method in Chapter 4 successfully eliminates the aliasing artefacts introduced by the weak incoherence of the random phase-encode under-sampling pattern. To handle the consequent series 1D signal reconstructions, our next step is to investigate the GPU parallel acceleration to optimise the computational time. In contrast to a CPU which consists of a few cores optimised for sequential serial processing, GPU has thousands of smaller and more efficient cores designed to handle multiple tasks simultaneously in a massively parallel architecture. As the series 1D signal reconstructions in the proposed method are computationally independent, the GPU-accelerated computing offers the parallel 1D signal reconstructing processes to break the limitation of computational complexity. Furthermore, the proposed method can also be considered as a novel initialization method of CS. The relationship between the initial solution and final reconstruction needs to be elaborated in theory as one part of our future work.

As mentioned in section 5.5.2, the proposed method in Chapter 5 involves an iterative inverse PPFFT operation, which brings extra computation burden. As equation (5-8) illustrated, the minimization problem might be solved by recursive least squares approach to improve the convergence. It can also avoid the difficulty in choosing the matrix D in equation (5-9) for more accurate reconstruction.

6.3.2 The extension of current work for wider applications

Chapter 3 proposed a two-stage reconstruction to take advantage of the non-uniform energy distribution of the $k$-space in the application of CS to static MRI. Extending to dynamic MRI, the segmentation strategy in the proposed method can further exploit the non-uniform $k$-space information as the cross section of the 3D under-sampling lines can be really disturbed in various densities according to the energy distribution. With sufficient base SNR and data sparsity, the performance of the proposed method in dynamic imaging will be investigated in the future.

In Chapter 4, the decomposition of 2D image reconstruction in the proposed method eliminates the aliasing artefacts from the random phase-encode sampling pattern in CS MRI. This strategy can also be extended into the combination of CS and parallel MR imaging to obtain higher accelerations [154]. Theoretically, with the faithful CS reconstruction using the proposed method, the following parallel imaging reconstruction can effectively reduce the overlap by the regular under-sampling to avoid the combined error in the final reconstructed image. In the near future, we are going to test this combined rapid imaging method for real time imaging such as tumour tracking in MRI-linac applications.
Chapter 5 described a novel method of combining a radial-like trajectory and CS, which was able to improve the accuracy and efficiency of applying non-Cartesian sampling in CS MRI. It is well known that a radial trajectory has great potential in abdominal and cardiovascular imaging for its immunity to subject motion. Inheriting similar properties to the radial trajectory, the pseudo-polar trajectory was shown to have favourable off-resonance behaviour and low average specific absorption rate (SAR), which are advantageous in ultra-high field MRI [155]. Considering the motion-robustness and SAR performance, the investigation of the proposed method in the ultra-high field MRI and dynamic imaging will be included in future studies.
References


