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The presence of temporal asymmetries in fluctuation paths of nonequilibrium systems has recently been confirmed numerically in nonequilibrium molecular dynamics simulations of particular deterministic systems. Here we show that this is a common feature of homogeneously driven and thermostatted, reversible, deterministic, chaotic, nonequilibrium systems of interacting particles. This is done by expressing fluctuation paths as correlation functions. The theoretical arguments look rather general, and we expect them to easily extend to other forms of driving and thermostats. The emergence of asymmetry is also justified using the transient time correlation function expression of nonlinear response theory. Numerical simulations are used to verify our arguments.


I. INTRODUCTION

A key issue in the study of nonequilibrium systems is the emergence of thermodynamic irreversibility from reversible equations of motion. Related to this issue is the question of the occurrence of temporally asymmetric behavior in exceptional fluctuations in nonequilibrium systems. Recently it has been shown that the usual stochastic models for nonequilibrium thermodynamic systems, such as Langevin dynamics, indicate a break of symmetry in fluctuations of thermodynamic properties in nonequilibrium states,1,2 and those studies have inspired the work presented in this paper. The theories extend the Onsager–Machlup fluctuation theory3 to the nonequilibrium and nonlinear domain. Concisely, they lead to the introduction of a term in the “adjoint” hydrodynamic equations, the equations describing the fluctuations away from the nonequilibrium steady states, that has no counterpart in the usual hydrodynamic equation. That is, for a system where the equations describing the relaxation toward the nonequilibrium steady states are given by

\[ \partial_t \rho = D(\rho), \] (1)

the adjoint hydrodynamic equations are given by

\[ \partial_t \rho = D^*(\rho), \] (2)

where \( D^* \) is, in general, nonlocal and different from \(-D\). The theories apply to stochastic lattice gases that admit a hydrodynamic description, but are supposed to hold more generally, under some assumptions,1,2 if the mesoscopic evolution is given by a Markov process. An alternative approach has been to directly monitor the response and relaxation of a system due to a change in the applied field, and a recent investigation in that regard was made by Gaspard.4

Temporal asymmetries have also been experimentally observed on stochastically perturbed electrical circuits analogous to a form of Brownian motion in a force field with weak white noise.5,6 It is therefore clear that stochastic models show asymmetric behavior in the fluctuations of their properties, and the following question arises: Would asymmetry in fluctuations of dynamical properties occur in the usual molecular-level models of thermodynamic systems, which are reversible and deterministic? In the studies on the perturbed electrical circuits, the symmetry of typical large fluctuations in steady state systems was examined. Previously7,8 we have used a similar approach to verify that reversible, deterministic systems exhibit temporal asymmetries for two reversible and deterministic nonequilibrium simulated systems. We therefore confirmed that the asymmetry is not an artifact of the stochastic representation. This was also observed in Refs. 9 and 10.

In our earlier work on homogeneous Couette flow, it was necessary to use time dependent periodic boundary conditions. This introduces periodic fluctuations to the properties, and their influence needs to be carefully removed.7 Furthermore the geometry of this system might be thought to introduce artificial asymmetry. For these reasons we decided to consider a somewhat simpler system: That which involves the flow of colored particles due to a color field.

In previous work, we limited ourselves to numerical observation of asymmetry in carefully defined “typical” fluctuation paths (FPs) for a number of observables of N-particle systems, but we gave no theoretical analysis. Here we introduce a new definition of FPs that allows us to confirm the ubiquity of the results obtained. Using this we justify the presence of asymmetry by reformulating the FPs as correlation functions and also using nonlinear response theory: We therefore give a first theoretical explanation of this phenomen-
enon for deterministic and reversible systems. To substantiate our analysis, we use nonequilibrium molecular dynamics simulations.

As well as considering temporal asymmetries in typical FPs, as was done previously,7–9 in this work we also look at asymmetry in general time correlation functions, i.e., we examine if Onsager-type relations, \( \langle A(t)B(t-s) \rangle - \langle A(t)B(t+s) \rangle \), become nonzero out of equilibrium for these systems.11–15 We provide some general arguments and present numerical results.

II. SIMULATED SYSTEM AND DEFINITION OF FLUCTUATION PATHS

A. System

The purpose of the paper is to understand how asymmetric fluctuations can arise in homogeneously driven and thermostatted nonequilibrium systems composed of interacting particles whose positions evolve according to deterministic, reversible dynamics. The theoretical treatment applies to this class of nonequilibrium particle systems, and we expect it to extend to more general nonequilibrium systems. For the sake of illustration, in the numerical work we choose a many-particle system where the particles interact via the Weeks–Chandler–Andersen (WCA) potential,16

\[
V_{\text{WCA}}(r_{ij}) = \begin{cases} 
V_{\text{LJ}}(r_{ij}) + \varepsilon & \text{if } r_{ij} < r_{\text{min}} \\
0 & \text{if } r_{ij} \geq r_{\text{min}}.
\end{cases}
\]

where \( V_{\text{LJ}}(r_{ij}) \) is the two-body Lennard–Jones potential,

\[
V_{\text{LJ}}(r_{ij}) = 4\varepsilon \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6},
\]

\( \varepsilon \) and \( \sigma \) are specified parameters, \( r_{ij} \) is the separation between each pair, \( r_{\text{min}} = 2^{1/6} \sigma \), and \( \varepsilon = -V_{\text{LJ}}(r_{\text{min}}) \). The WCA potential is therefore the Lennard–Jones potential truncated at the position of minimum potential energy \( r_{ij} = 2^{1/6} \sigma \) and then shifted up so that the potential and its derivative are zero at the cutoff radius.17 In order to efficiently represent a microscopic part of a macroscopic system without incurring large boundary effects, we use periodic boundary conditions. Since our attention is toward phenomena that take place in a nonequilibrium steady state, we chose a simple and well known system: That in which color diffusion occurs. This models the flow of particles of opposite “color” charge. That is, they experience a force due to an external field that depends on their color, but the pair interaction potential is independent of their color. The field does work on the system so, to prevent it from heating and enable a steady state to be reached, a reversible thermostat is applied.18 The system is similar to a thermostatted system of charged particles to which a field is applied, except that the particles are not influenced by the charges on other particles. The system’s unthermostatted dynamics are driven by the color Hamiltonian.18,19

\[
H = H_0 - \sum_{i=1}^{N} c_i q_i F_c,
\]

where \( q_x \) is the \( x \)-direction component of the laboratory coordinates particle \( i \), \( H_0 \) is the unperturbed Hamiltonian or internal energy of the system, \( c_i \) is the color charge of particle \( i \) [we select an equal number of positive and negative color charges and \( c_i = (-1)^i \)], and \( F_c \) is the color field, which is applied in the \( x \)-direction in this case. The equations of motion that drive the trajectories of the particles are the following:

\[
\dot{q}_i = \frac{p_i}{m_i},
\]

\[
\dot{p}_i = F_i + c_i F_c \hat{n}_x - \zeta (p_i - P),
\]

\[
\zeta = \frac{\sum (p_i - P) \cdot (F_i + c_i F_c \hat{n} - \dot{q}_i)}{\sum (p_i - P) \cdot p_i},
\]

where \( q_i \) is the laboratory coordinate of particle \( i \), \( p_i \) its peculiar momenta, \( F_i \) is the force due to its interaction with other particles, and \( P = (1/N) \sum_{i=1}^{N} p_i \) ensures that the total momentum stays fixed. \( \zeta \) is the Gaussian thermostat multiplier, determined using Gauss’s principle of least constraint, which keeps the kinetic temperature \( \sum_{i=1}^{N} (p_i - P)^2 / 2m_i = (dN - d - 1)k_B T/2 \) fixed, where \( k_B \) is Boltzmann’s constant and \( d \) is the number of Cartesian dimensions. This constraint ensures that the trajectories actually followed by our system are those which deviate as little as possible, in a least squares sense, from the unconstrained ones. In the simulations, we choose the total momentum to be zero initially, and from the equations of motion this means \( P = 0 \) at all times. The adiabatic heating effect (i.e., the change in internal energy in the absence of the thermostat) or dissipation can be expressed in terms of the product of the dissipative flux and the field,

\[
\dot{H}_0 = -J F_c V = J_c F_c N,
\]

where \( J \) is the dissipative flux which is related to the color current \( J_c = (1/N) \sum_{i=1}^{N} c_i \dot{q}_i = -J V/N \). We note that \( p_i \) includes a streaming contribution due to the flow of particles of each color. If a realistic thermostating mechanism was desired, this would be problematic and this contribution should be subtracted. However, it is not possible to know the real streaming component in this system a priori and, as discussed in Appendix A, there are issues in determining the correct nonlinear response expression in small systems when a instantaneous approximation to this contribution is made (as is common practice, see, for example, Chap. 6 of Ref. 18). As the main objective of this paper is to identify asymmetry in a well defined, small, nonequilibrium system, and not in providing realistic thermostating mechanism, we choose the model above. This will not alter our conclusions, and is a reasonable physical model at low fields.

The color diffusion equations of motion above are time reversal invariant under the time reversal mapping \( \hat{t} \), which inverts the signs of the components of the molecular momenta,
B. Fluctuation paths

Although our numerical results refer to the specific system discussed in Sec. II A, the theoretical arguments apply much more generally. Consider a dissipative system driven by a field \( F_x \) producing a dissipative flux \( J \). Figure 1 displays a sample of the values of the dissipative flux \( J \) over a short period in a typical nonequilibrium system. Several signatures of irreversibility are clearly observable: The mean value of the dissipative flux is lower than zero, the probability of observing positive values of \( J \) is much more generally.

That is,

\[
j^R(x_t,y_t,p_{xt},p_{yt}) = (x_t,y_t,-p_{xt},-p_{yt}).
\]

expressed in a correlation function formalism, as shown in Sec. IV. In practice, we wish to compare the paths that take the instantaneous value of the observable away from its mean value with those that bring it toward this value: Ultimately we want to see if the rise of a typical fluctuation is more or less steep than its decay back to the mean value. In our construction of the FP, we define a threshold \( T_{HR} \) (in the example of Fig. 1 it is set equal to \( |\mu - 1.5\sigma| \), where \( \mu \) is the mean and \( \sigma \) is the standard deviation of the distribution of fluxes) and a time interval \( \tau \). We consider the stationary points (maxima and minima) whose absolute value exceeds the selected threshold \( T_{HR} \). For every such stationary point, we define \( t_{stat} \) to be the time at which this stationary point is observed, and we consider the ordered set of values that the property assumes for the time interval \( \tau \) before \( t_{stat} \) and for the time interval \( \tau \) after \( t_{stat} \) (refer again to Fig. 1). For every stationary point whose absolute value exceeds the selected threshold \( T_{HR} \), the FP is the set of absolute values that the property under interest assumes in the time interval of width \( 2\tau \) interval about the stationary point (refer to Fig. 1). Of course the discrete nature of the simulated dynamics means that observation of points with \( \dot{X} = 0 \) is not possible in practice, so in the simulations we identify stationary points above the threshold using the condition that \( t = t_{stat} \) when \( \text{sign}(X(S^{t+\Delta t} \Gamma) - X(S^t \Gamma)) = \text{sign}(X(S^{t+\Delta t} \Gamma) - X(S^t \Gamma)) \), where \( \Delta t \) is the timestep used in the simulation and \( \text{sign}(X(\Gamma)) \) is the sign of \( X(\Gamma) \).

More precisely, we define a FP as the series of values that the property assumes in an interval \([t_{stat} - \tau; t_{stat} + \tau]\), multiplied by the sign of \( X(t_{stat}) \). So, given an observable \( X(t) = X(S^t \Gamma) \) with mean \( \mu \), we select the time width of interest, \( \tau > 0 \), and a positive threshold value \( T_{HR} \neq \mu \), then, for
every \( t_{\text{stat}} \) (see Fig. 1) such that \( |X(t_{\text{stat}})| > T_{HR} \) and \( \bar{X}(t_{\text{stat}}) = 0 \), we define the observable \( Y_t \) for \( t \in [-\tau, \tau] \) as \( Y_t = \text{sign}(\bar{x}(t_{\text{stat}}))X(t_{\text{stat}} + t) \) for \( t \in [-\tau, \tau] \). The time-ordered set of values \( Y_t \), with \( t \in [-\tau, 0] \) defines the path leading toward stationary point or the fall; the combination of the two sets defines the FPs. For every \( t_{\text{stat}} \) such that \( |X(t_{\text{stat}})| > T_{HR} \), \( \bar{X}(t_{\text{stat}}) = 0 \), and \( \bar{X}(t_{\text{stat}}) < 0 \), we say the observable \( Y_t \) belongs to a “peak”, while if \( \bar{X}(t_{\text{stat}}) > 0 \), we say it belongs to “trough”. 

In order to identify the typical FP, we consider the average of all the FPs. Evaluating the average FP is computationally simpler than evaluating the most probable FP, as has been done in some previous studies.\(^7\,^8\) In the thermodynamic limit (infinite \( N \)), if a single FP is expected, it will be identical. Even with a small number of particles (\( N = 8 \), the most probable and average FPs have been observed to be very similar for these systems (see Fig. 2 of Ref. 7).

The fluctuation relations mentioned above show that, for an odd property, the probability of having values one side of zero will be greater than the other. Therefore at large fields, if the mean is large and positive, it will be by far more likely to find peaks above the threshold than troughs under the threshold (the opposite for mean below zero). For positive definite or negative definite properties, only one of the two will be possible, since the property can only be positive or can only be negative. If we set thresholds far from the mean (which we must, since we are interested in exceptional fluctuations), we will be unlikely to find peaks below \(-T_{HR}\) or troughs above \( T_{HR} \). Ultimately, the average FP so defined will turn out practically to coincide with the average of peak FPs (if the mean is above zero) or with the average of trough FPs (if the mean is below zero). Numerical results confirm this assertion.

To quantify the asymmetry, we define an asymmetry coefficient. Given any FP of time width \( \tau \) and threshold \( T_{HR} \), we define the measure of asymmetry \( \delta_t \) for \( t \in [0, +\tau] \) of the FP as

\[
\delta_t = Y_{-t} - Y_t, \tag{12}
\]

In order to identify the asymmetry arising in the FP, the average of \( \delta_t \) over all the steady state fluctuation paths, \( \langle \delta_t \rangle \), will be plotted for different values of \( t \in [0, +\tau] \). Provided \( \langle \delta_t \rangle \) is not zero for every \( t \), the FP is asymmetric. However, if a null result is obtained we could not definitively rule out asymmetry, as it might be an artifact of the method adopted. We note that in our previous work the time integral of \( \langle \delta \rangle \) was used to measure the asymmetry.\(^7\,^8\)

### III. Correlation Functions and Nonlinear Response Theory for Determination of Asymmetry

#### A. Correlation functions

Using the definition above, we can show how the coefficient of asymmetry \( \langle \delta \rangle \) can be expressed as a difference of cross correlation functions. Let \( X(\Gamma) \) be the phase variable whose asymmetry is being investigated. Let us consider the following functions \( A(\Gamma) \) and \( B(\Gamma) \):

\[
A(\Gamma) = X(\Gamma), \tag{13}
\]

where \( \Delta X(\Gamma, \Delta t) = X(S^2 \Gamma) - X(\Gamma) \) and \( \Delta t \) is the simulation timestep. An equivalent way of writing this is

\[
B(\Gamma; \Delta t) = \begin{cases} 0 & \text{if } |X(\Gamma)| < T_{HR} \text{ or sign}(\Delta X(\Gamma, \Delta t)) \neq \text{sign}(\Delta X(\Gamma, -\Delta t)) \\ \text{sign}(X(\Gamma)) & \text{if } |X(\Gamma)| > T_{HR} \text{ and sign}(\Delta X(\Gamma, \Delta t)) = \text{sign}(\Delta X(\Gamma, -\Delta t)) \end{cases}, \tag{14}
\]

where \( \Theta(r) \) is the Heaviside step function [\( \Theta(r) = 1 \) if \( r > 0 \) and \( \Theta(r) = 0 \) otherwise]. In the limit \( \Delta t \to 0 \), \( B(\Gamma; \Delta t) \to B(\Gamma) \) and is therefore simply equal to \( +1 \) for stationary points \( \Gamma \) above \( T_{HR} \); it is equal to \(-1 \) for stationary points below \(-T_{HR} \); and is equal to \( 0 \) otherwise. We can therefore write \( Y_t \) as

\[
Y_t = X(S^2 \Gamma) B(\Gamma), \tag{16}
\]

with \( t \in [-\tau, +\tau] \), and this describes a FP if \( B(\Gamma) \neq 0 \), i.e., if \( \Gamma \) is a stationary point with \( |X(\Gamma)| > T_{HR} \).

If we take the (conditional) ensemble average over all \( \Gamma \) for which \( B(\Gamma) \neq 0 \), we obtain an average FP,
TABLE I. Properties of correlation functions, $C(z,t)=\langle A(z)B(z+t)\rangle$, obtained by considering the symmetry of the functions on time reversal and change of the sign of the field, and assuming that correlations decay in all the systems.

| Ensemble/Dynamics | Condition                     | $C(z,t)$ | $|C(z,t)−C(z,−t)|$ | $\lim_{t→0} C(z,t)$ | $\lim_{t→0}(C(z,t)−C(z,−t))^a$ |
|-------------------|-------------------------------|----------|-------------------|---------------------|-------------------------------|
| Equilibrium       | No special condition          | $(A(z)B(z+t))_{eq}$ | 0                 | $\langle A(z)B(z)\rangle_{eq}$ | 0                             |
| Equilibrium       | $p_{AB}=-1$; $0$ when $t=0$   | $A(z)A(z+t)$ | 0                 | $A^2$                | 0                             |
| Steady state      | $A=B$                         | $(A(z)A(z+t))_{eq}$ | 0                 | 0                    | 0                             |
| Steady state      | $A=B$ or $B=A$                | $(A(z)A(z+t))_{eq}$ | 0                 | 0                    | 0                             |
| Steady state      | $C(z,t)$ even funct. of $F_c$ | $(A(z)B(z+t))_{eq}$ | 0                 | $\langle A(z)B(z)\rangle_{eq}$ | 0                             |
| Steady state      | No special condition          | $p_{AB}=-1$ | $0$ when $t=0$   | $\langle A(z)B(z)\rangle_{eq}$ | 0                             |
| Transient response: $z=0$; equilibrium at $z=0$ | No special condition | $p_{AB}=-1$ | $0$ when $t=0$   | $\langle A(z)B(z)\rangle_{eq}$ | 0                             |

$^a$This is expected to be nonzero, in general. For example, in a transient experiment where an equilibrium ensemble average is carried out, but $t\neq 0$ and $z\neq 0$.

$^b$These values are expected to be nonzero, in general.

$B$ are defined by Eqs. (14) and (13): That is, $p_{AB}=1$. This result is obtained by first noting that $A(iR\Gamma)=p_X A(\Gamma)$. It is straightforward to see that $\Theta(X(\Gamma)|-\Theta_{HR})$ and the delta function of the time derivative of $X$, $\delta (X(\Gamma))$, do not change with time reversal symmetry, and that, sign($X(\Gamma))$ has the same parity as $X(\Gamma))$. Therefore the parity of $B$ will be the same as that of $X(\Gamma))$, and $p_{AB}=p_{pA}p_{pB}=p_{pA}p_{pX}=1$. We can also consider the behavior of the average FPs on reversal of the sign of $F_c$. We note that in the definition of $Y_c$, the value of $X(t_{stat}−t)$ is multiplied by the sign of $X(t_{stat})$ to ensure that FPs are always positive at the peak. This could destroy the smoothness of $Y_c$ as a function of $F_c$. If the field changes the sign of $\langle X \rangle$ (e.g., if the dependence on $F_c$ is linear), and therefore in analyzing the behavior of the FPs as a function of $F_c$ we consider the paths defined without this change in sign $[i.e., \text{sign}(X(t_{stat}))]=0$. We note that there is no explicit dependence of $A$ or $B$ on the field, however, the nonequilibrium distribution function will change, and therefore the ensemble average may change. Therefore, we introduce the symbol $\langle A \rangle_{F_c}$ to denote the phase space average computed with respect to the steady state distribution obtained with field $F_c$ and $p_{A,F_c}$ for the parity of $A$ with respect to the sign of $F_c$. We observe that if $\langle A \rangle_{F_c}=p_{A,F_c} \langle A \rangle_{-F_c}$ then $\text{sign}(X(t_{stat}))Y_{F_c}=p_{A,F_c} \text{sign}(X(t_{stat}))Y_{-F_c}$.

Now that we have the average FP expressed as a correlation function, we can use properties of correlation functions to infer some properties of the FP. Table I lists a number of properties of a correlation function $C(z,t)=\langle A(z)B(z+t)\rangle$. These were obtained by considering the symmetry of the functions on time reversal and change of the sign of the field and assuming that correlations decay in all the systems considered. At equilibrium and in steady states, the value of $C(z,t)$ is independent of $z$, but not necessarily of $t$. Furthermore, at equilibrium the time reversal invariance of the distribution function can be used to show that $C(z,0)$ $=0$ if $p_{AB}=-1$ and $d(C(z,t))/dt|_{z=0}=0$ if $p_{AB}=1$.

Using the information in Table I, first we note that the identification of asymmetry through the examination of $\langle A(z)B(z)\rangle-\langle A(z+t)B(z)\rangle$ should be carried out with caution, as in the steady state, selection of some combinations of $A$ and $B$ will give a value of 0 for this difference. Another important deduction is that the selection of $A$ and $B$ given in Eqs. (13) and (15) will result in $\langle \delta t \rangle$ that becomes 0 in the linear regime if $p_{X,F_c}=1$. In contrast, if $p_{X,F_c}=-1$, the asymmetry might be linear in $F_c$. We find that for fixed threshold, our results are consistent with a $F_c^2$ dependence of $\langle \delta t \rangle$ on $F_c$ for the pressure and with a $F_c$ dependence for the color current, in accord with this deduction. We also note that in the limit of long $t$, our measure of asymmetry will go to zero.

Another important observation can be made when considering steady states. We note that if there is any correlation between the functions $A$ and $B$, then $\langle C(z,0)=\langle A \rangle \langle B \rangle \rangle=0$. If correlation between $A$ and $B$ exists and the correlation time is finite, in general, $C(z,t)|_{z=0}=0$, although this will not be the case if $\langle A \rangle_{t=0}$ $=0$ for all $B(z)|_{z=0} \neq 0$ or if $A=B$, $A=B$, etc. Similarly, $d^2C(z,t)/dt^2|_{z=0}, d^3C(z,t)/dt^3|_{z=0}, \ldots$ will be nonzero, in general. However, we know that in the limit of large $t$, $\langle C(z,t)=\langle A \rangle \langle B \rangle \rangle=0$, because we assumed decay of correlations. As demonstrated in Fig. 2, these features and any nonzero value of an odd time derivative of $C(z,t)$ at $t=0$ indicate that asymmetry must exist. This is an important result as it means that it is not necessary to monitor the full FP; it is sufficient to know $\langle C(t,0), \langle \delta t \rangle \rangle$, $d^2C(z,t)/dt^2|_{z=0}$, and $\langle \delta t \rangle$. This is computationally much more straightforward, and in most cases the fact that $C(z,t)|_{z=0}$ and $d^2C(z,t)/dt^2|_{z=0}$ are nonzero can be inferred from the facts that $A$ and $B$ are correlated and the correlation time is finite.

For example, it would be expected that if $A$ is the pressure $P$ and $B$ is the current $J$ asymmetric would occur as $\langle P(z,t)\rangle|_{z=0}$ $=0$ when $t=0$. As mentioned above, if $[d^nC(z,t)/dt^n]|_{z=0}=0$ for all $n=1,3,5,\ldots$, this is insufficient to rule out asymmetry as it might be due to the definition of the FP, but if $[d^nC(z,t)/dt^n]|_{z=0}=0$ for any $n=1,3,5,\ldots$, asymmetry is present.

For the correlation function developed to produce $\langle \delta t \rangle$
[i.e., Eqs. (13) and (14)], it can be seen that \( A_{t=0} = 0 \) for all \( B(z) \neq 0 \) since this is used as a selection criteria in conditional average. Therefore, \( C_{t=0} = 0 \) in this case, and the argument based on the first derivative in the previous paragraph cannot be used to predict asymmetry in the FPs. However, the third derivative is not subject to such a condition and would be expected to be nonzero at \( t=0 \); so \( \langle \delta \rangle \) would not vanish and asymmetry in the FPs would exist. This indicates that \( \langle \delta \rangle \neq 0 \) and asymmetry in the FPs exists.

The above arguments rest on the assumption that correlations decay in time, however, the rate of decay is not specified and any decay rate will suffice. In contrast, in the following subsection integrals of the correlation functions appear, and then it will be required that these correlations decay sufficiently fast for the integrals to exist.

### B. Nonlinear response theory

Since we have expressed the asymmetry coefficient \( \langle \delta \rangle \) in terms of an ensemble average of a phase function, we can also apply nonlinear response theory to its analysis. The advantage of this approach, for the purposes of this work, is that it allows a nonequilibrium, time dependent phase function to be expressed in terms of an ensemble average over equilibrium initial states.

Using nonlinear response theory, the transient time correlation function (TTCF) provides the time dependence of a phase function in a nonequilibrium steady state far from equilibrium. In the long time limit, for a system that reaches a steady state, it can be considered to be a generalization of the Green–Kubo relation to states far from equilibrium as it provides an expression for the flux, from which the nonlinear transport coefficients can be determined. It allows us to express the average value of a function \( \langle A(S\Gamma) \rangle_{eq} \) at time \( z \) after equilibrium in terms of its value at equilibrium \( \langle A(\Gamma) \rangle_{eq} \) and an integral of a time correlation function, which in homogeneously driven and thermostatted systems (see Appendix A) is given by

\[
\langle A(S\Gamma) \rangle_{eq} = \langle A(\Gamma) \rangle_{eq} - \beta VF_e \int_0^z \langle J(\Gamma) \Delta A(S^{s+}\Gamma) \rangle_{eq} dt,
\]

(19)

where \( J(\Gamma) \) is the dissipative flux and \( \Delta A(S^{s+}\Gamma) = A(S^{s+}\Gamma) - \langle A \rangle_{eq} \). The dynamics \( S^p \) is generated using the nonequilibrium (thermostatted) equations of motion, but the ensemble averages use the equilibrium distribution. This can directly be extended to express the product of two functions \( A(\Gamma) \) and \( B(\Gamma) \) separated by a time interval \( t \), and Eq. (19) becomes

\[
\langle A(S^{s+}\Gamma) B(\Gamma) \rangle_{eq} = \langle A(S^{s}\Gamma) B(\Gamma) \rangle_{eq} - \beta VF_e \int_0^z \langle J(\Gamma) \Delta A(S^{s+}\Gamma) B(\Gamma) \rangle_{eq} dt.
\]

(20)

Then,

\[
\langle A(S^{s-}\Gamma) B(\Gamma) \rangle_{eq} - p_{AB} \langle A(S^{s+}\Gamma) B(\Gamma) \rangle_{eq} = p_{AB} \beta VF_e \int_{-\tau}^\tau \langle J(\Gamma) A(S^{s-}\Gamma) B(\Gamma) \rangle_{eq} dt,
\]

(21)

where for \( A, B \) given by Eqs. (13) and (14), \( p_{AB} = 1 \), as discussed above. This is a transient response expression. However, if the system reaches a steady state, it will become independent of \( \tau \) and give the limiting steady state expression \( \langle A(S^{s-}\Gamma) B(\Gamma) \rangle_{eq} = \lim_{\tau \to \infty} \langle A(S^{s+}\Gamma) B(\Gamma) \rangle_{eq} \) cf. Eq. (3.57) in Ref. 18 and Appendix B. The above requires the integrals of the correlation functions to exist, hence the correlations to decay faster than \( 1/t \). This relation, for \( t \in [-\tau, +\tau] \), assumes a particular significance if applied to the functions \( A(\Gamma) \) and \( B(\Gamma) \) of Eqs. (13) and (15), in that the left hand side of Eq. (21) is related to the measure of asymmetry \( \langle \delta \rangle \) through Eqs. (17) and (18). It is this steady state result that we are interested in

\[
\langle \delta \rangle = \lim_{\tau \to \infty} \frac{\langle A(S^{s-}\Gamma) B(\Gamma) \rangle_{eq} - \langle A(S^{s+}\Gamma) B(\Gamma) \rangle_{eq}}{\langle B(\Gamma) \rangle_{eq}}.
\]

(22)

We will verify this relationship in numerical simulations in the next section.

Note that if the function \( B(\Gamma) = 1 \) for all \( \Gamma \), then clearly the right hand side of Eq. (22) would be zero in the steady state. If asymmetry is present, it therefore must result from the conditional average through our choice of \( B(\Gamma) \). This result might seem surprising on initial consideration, however, the condition that we choose serves to align the peaks: The average of a sawtooth wave will be a constant (and therefore symmetric) if the phase of the wave is allowed to vary, but it will very asymmetric if the peaks are aligned (or the phase is fixed).

Now that we have expressed the asymmetry coefficient in terms of equilibrium ensemble averages and the TTCF, we consider its properties again. We note from above that the
expression (21) with \( p_{AB} = 1 \) applies to all phase variables \( A \), irrespective of their parity under time reversal. First of all, we observe that Eq. (21) shows that at equilibrium (\( F_c = 0 \)), the asymmetry coefficient is zero. Although this is not a new observation, given Eq. (21) it becomes obvious. Similar considerations to those in Sec. III A show that the asymmetry varies as \( F_c \) to leading order when \( p_{AF} = -1 \) and as \( F_c^2 \) when \( p_{AF} = 1 \). In addition we trivially observe that if \( p_{AB} = 1 \), the left hand side of Eq. (21) is zero, but note that this is also evident from consideration of the right hand side of that equation. In that case, the argument of the time integral is an odd function and the time integral is from \(-z\) to \( z\), which will produce a value of \( \text{zero} \) for all \( z \). The emergence of asymmetry can then be seen to come from the disturbance of integrand when \( t \neq 0 \) (i.e., a nonzero value of \( t \) results in a shift in the time at which values of \( A \) are determined and those at which the values of \( B \) are determined), which will clearly result in the argument no longer being an odd function, and therefore the integral will no longer be zero. This will be true, in general, but in the special case that \( z \) is large, correlations decay, \( A = B \) or \( A = -B \), etc., the integral can be reformulated giving the expected result of zero. We point out that this is consistent with the argument of Giberti et al.\(^8\) who argued that lack of interactions and therefore correlations will lead to temporally symmetric fluctuations.

**IV. NUMERICAL RESULTS**

Molecular dynamics simulations of color diffusion have been carried out in two Cartesian dimensions with a primitive cell containing eight particles with kinetic temperature fixed at 1, a number density of \( n = 0.4 \), and timestep of \( 10^{-3} \). The equations of motion interaction potential and relationship between the color current and dissipative flux are given in Sec. II A. We consider an equilibrium system as well as a range of nonequilibrium systems (\( F_c = 0.5, 1, 1.5, 2, 3, 4 \)), extending from the linear regime to the nonlinear regime and examine the FPs of \( J_c \). Sets of ten independent simulations of least \( 3 \times 10^6 \) timesteps were carried out for each value of color field, in order to determine the mean and the standard deviations of \( J_c \), so to set the thresholds. These means and standard deviations of \( J_c \) and pressure are reported in Table II.

From the data we can see that the linear regime extends to approximately \( F_c = 1.5 \). For large \( J_c \), large fluctuations (several standard deviations from the mean) are biased above the mean in the nonequilibrium systems; the same does not happen for the values of \( J_c \) at equilibrium, since they are symmetrically distributed around their mean of zero. The bias in the mean and deviations from the mean can be understood by considering the microscopic expressions for the properties considered. On the basis of these data, sets of 45 steady state simulations of \( 3.5 \times 10^7 \) timesteps were carried out for each field. The average the FP of \( J_c \) with a threshold equal to \( \mu + 2.5 \sigma \) was evaluated for \( \tau = 1 \) and are shown in Fig. 3(a). Figure 3(b) shows the values of \( \langle \delta \rangle \) for the FPs. All values are plotted with error bars being the standard error of the mean. The average FPs are obtained as averages of these runs and so are the \( \langle \delta \rangle \)’s. These values are also plotted with error bars.

<table>
<thead>
<tr>
<th>( F_c )</th>
<th>( \mu(J_c) )</th>
<th>( \sigma(J_c) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 ± 0.006</td>
<td>0.341 ± 0.005</td>
</tr>
<tr>
<td>0.5</td>
<td>0.021 ± 0.007</td>
<td>0.342 ± 0.004</td>
</tr>
<tr>
<td>1</td>
<td>0.043 ± 0.007</td>
<td>0.343 ± 0.005</td>
</tr>
<tr>
<td>1.5</td>
<td>0.069 ± 0.005</td>
<td>0.345 ± 0.003</td>
</tr>
<tr>
<td>2</td>
<td>0.101 ± 0.008</td>
<td>0.35 ± 0.003</td>
</tr>
<tr>
<td>3</td>
<td>0.196 ± 0.023</td>
<td>0.365 ± 0.006</td>
</tr>
<tr>
<td>4</td>
<td>0.341 ± 0.019</td>
<td>0.38 ± 0.007</td>
</tr>
</tbody>
</table>
Importantly, for \( F_c = 0 \), the value of \( \langle \delta \rangle \) is zero to within numerical error at all times. This is an independent check of the accuracy of our results. Furthermore, at all other \( F_c \), asymmetry is evident: We can see that the \( \langle \delta \rangle \) initially increases; it reaches a maximum and starts decreasing. This behavior was also observed in our previous work. From the definition of \( \langle \delta \rangle \), it is obvious that this quantity vanishes at \( t=0 \). As \( t \) increases, \( \langle \delta \rangle \) departs from zero, indicating asymmetry out of equilibrium and showing that the approach to the peak of the FP is less steep than the departure from it. At a certain time \( t > 0 \), \( \langle \delta \rangle \) starts to decrease due to the decay of the correlations, in the same way as previously described for a general odd function. All the previous results confirm the observations we made for different definitions of FP in our previous papers, attesting once more the presence of asymmetry of fluctuations and the independence of this result on the definition of the FP.

The symmetries of various correlation functions were also considered. Sets of 65 independent simulations of \( 5 \times 10^5 \) timesteps were carried out for \( F_c = 0.5, 1, 1.5, 2, 3, 4 \) in order to compute examples of correlation functions \( \langle A(S^t)B(\Gamma) \rangle \). The presence of asymmetry in \( t \) is expected for a generic odd property, such as the correlation between the flux \( J_c \) and the pressure \( P \), as discussed above. Figure 4(a) displays the cross correlation \( \langle J_c(S^t)P(\Gamma) \rangle \) as a function of \( t \) for our system undergoing color diffusion with \( F_c = 2 \). The results are obtained as time averages from steady state runs and are the average values obtained from 65 runs of \( 5 \times 10^5 \) timesteps with error bars.

We verify that for this function the time dependence of the correlation function fulfills the relevant properties of Table I. At equilibrium, \( \langle J_c(\Gamma)P(\Gamma) \rangle_{\text{eq}} = 0 \), whereas it has a finite positive value when \( F_c \neq 0 \). We observe that for all fields, in the limits \( t \to +\infty \) and \( t \to -\infty \) the correlation functions are equal, and equal to \( \langle J_c \rangle \langle P \rangle \), as expected for this chaotic dynamic where correlations decay. We also note that at \( t=0 \) the slope is different from zero, and that the value at \( t=0 \) is different from that at large values of \( \pm t \). This is consistent with the analysis at the end of Sec. III A. If, in the nonequilibrium system, the correlation has a value \( \langle J_c(\Gamma)P(\Gamma) \rangle \) at \( t=0 \), with slope different from zero, to then relax in both directions to \( \langle J_c(\Gamma)P(\Gamma) \rangle \neq \langle J_c(\Gamma) \rangle \langle P(\Gamma) \rangle \neq 0 \), for intermediate \( |t| \), our cross correlation \( \langle J_c(S^t)P(\Gamma) \rangle \) must be different from \( \langle J_c(S^t) \rangle \langle P(\Gamma) \rangle \). For even functions, the presence of asymmetry can be measured by calculating \( X_v(A,B) = C(z, t) - C(z, -t) \). For odd functions, due to their nonzero time derivative at \( t=0 \), we consider the departure of the profile from an antisymmetric one by evaluating \( X_{\text{odd}}(A,B) = C(z, t) + C(z, -t) - 2C(z, 0) \). By definition the value of \( X_{\text{odd}} \) is 0 at \( t=0 \). We can see from Fig. 4(b) how the nonzero derivative and asymptotic values indicate the presence of a departure from an antisymmetric behavior, which is the general situation out of equilibrium. There are choices of particular functions, such as the correlation of a function with itself or with its derivative, for which it can be proven and shown by numerical results, that no asymmetry is present. Figure 5(a) shows the color current autocorrelation \( \langle J_c(S^t)J_c(\Gamma) \rangle \) with \( F_c = 2 \), and in Fig. 5(b) the correlation between the color current and its derivative \( \langle J_c(S^t)(\dot{J}_c(\Gamma)) \rangle \) is shown for \( F_c = 2 \). In the first case the profile is perfectly symmetric within numerical error, as we can see from Fig. 5(c) and in the second case the profile is perfectly antisymmetric, and this is also shown in Fig. 5(c) where \( X_{\text{odd}}(J_c, \dot{J}_c) \) is zero at all \( t \). In contrast, the cross correlation \( \langle J_c(S^t)P(\Gamma) \rangle \) is asymmetric, as confirmed by the numerical results for \( \langle \delta \rangle \) in Fig. 5(c). Note the similarity of the behavior of the FPs in Fig. 3 and of the correlation function in Fig. 5. This is a natural consequence of the fact that the system relaxes from a peculiar state to the steady state with timescales that are dictated by the decay of the correlations.

We now provide numerical results confirming the TTCF expression for the asymmetry (21), and thus confirming the relationship on which we based our main argument in
Sec. III B, i.e., that asymmetry must exist, in general, for correlations functions and for the FPs, in particular. Referring to Eq. (21), we see that if we make $z$ sufficiently large that a steady state is reached, the right hand side of our equations gives $\langle \delta \rangle$, through Eq. (22). We therefore ran a set of 35 simulations consisting each of $10^6$ transients starting from equilibrium values and going forward and backward in time for a period $\tau + t$, with $t \in [-\tau, +\tau]$, $\tau=1$ and with $z=3$ so as to be far enough from the equilibrium starting point to consider our system well into the steady state.\textsuperscript{26} We then evaluated the right hand side of Eq. (21). The numerical error in evaluation of the left hand side of Eq. (21) from the transients is extremely high,\textsuperscript{27} and therefore these results are not shown. Instead, the left hand side of the equation was evaluated from the steady state simulations. Figure 6 shows the right hand side of Eq. (21), scaled to give $\langle \delta \rangle$ through Eq. (22), and evaluated from the transient runs is equal to that evaluated as steady state average, to within numerical errors. The agreement of Figs. 3(b) and 6 within the limits of error confirms the link between the presence of asymmetry with TTCF theory for the FPs of a deterministic and reversible system.

Finally, we consider the dependence of $\langle \delta \rangle$ as a function of the field $F_c$. We select an arbitrary time $t=0.1$ close to the peaks of the plot of $\langle \delta \rangle$ versus time. Figure 7 shows $\langle \delta \rangle$, at $t=0.1$, of the average fluctuation path of color flux $J_c$, with $T_{HR}=2.5\sigma+\mu$, as a function of the color field $F_c$ applied. We see that $\langle \delta \rangle$ grows with the field in the linear regime: There are two contributions to the growth of $\langle \delta \rangle$. First, there is a direct contribution which we would expect to be linear for the odd property $J_c$, if the value of the threshold was fixed; then there is a growth due to an increase in the threshold, since $\mu$ increases linearly with $F_c$. 

FIG. 6. (Color) The values of $\langle \delta \rangle$ for the average fluctuation path of the color current from averages of 35 transient runs with error bars (equal to the standard error of the mean), calculated using the right hand side of Eq. (21) with $z=3$. This can be compared to the results obtained using a steady state expression as shown in Fig. 3(b).
V. CONCLUSIONS

The presence of temporal asymmetries has been confirmed in various nonequilibrium molecular dynamics simulations and adopting various methods to detect them. Unlike earlier studies on particles systems, the model used does not have complications such as time-varying boundary conditions. A new definition of FP is introduced that allows a more rigorous analysis of the emergence of their asymmetry with an application of a field. FPs have been expressed by means of correlation functions and TTCF theory: Thus for the first time we have been able to theoretically justify the asymmetries that have been observed previously in deterministic, reversible systems. This has allowed us to show for the first time that temporal asymmetries are a common property of deterministic and reversible nonequilibrium systems.
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APPENDIX A: GENERAL TRANSIENT TIME CORRELATION EXPRESSION FOR NONLINEAR RESPONSE

In Ref. 18 it has been shown how to obtain the TTCF expression for some particular cases. Consideration of Eq. (7.29) of that reference provides us with a route to a more general expression,

$$\langle B(S^t \Gamma) \rangle_{eq} = \langle B(\Gamma) \rangle_{eq} + \int_0^\tau \langle B(S^t \Gamma) \Omega(\Gamma) \rangle_{eq} du,$$  

where

$$\Omega(\Gamma) f(\Gamma) = -\frac{\partial}{\partial \Gamma} (\Gamma f(\Gamma))$$

$$= -f(\Gamma) \frac{\partial}{\partial \Gamma} \hat{\Gamma} - \frac{df(\Gamma)}{dt} + \frac{\partial f(\Gamma)}{\partial t},$$  

and $\Omega$ is the dissipation function that appears in the Evans–Searles fluctuation relation.\(^{21}\) Although equilibrium ensemble averages are used in Eq. (A1), the dynamics represented by $\hat{S}$ are the nonequilibrium dynamics. The distribution function that is used in the ensemble average in Eq. (A1) and in the definition of Eq. (A2) is the distribution function preserved by the field free dynamics, so $df/d\Gamma = 0$.

Interestingly, the isokinetic canonical distribution function with $\beta = (k_b T)^{-1}$ and using $K_0 = (dN - d - 1)k_b T/2$ is not preserved when the usual (see Chap. 6 of Ref. 18) color diffusion equations are employed, and terms of all order in $N$ are considered. A more problematic, but similar, situation has been observed when $\mu$-thermostats have been employed (for more details see Ref. 28). In the case of color diffusion, the problem that occurs relates to the subtraction of the streaming velocity $\mathbf{u}$. Unlike the approximate streaming velocity, the real streaming velocity is a constant and not dependent on $\Gamma$, so the distribution function could be determined as usual, giving an isokinetic equilibrium distribution function,

$$f_{eq}(\Gamma) = \frac{e^{-\beta H_0(\Gamma)} \delta(K(\Gamma) - K_0)}{\int e^{-\beta H_0(\Gamma)} \delta(K(\Gamma) - K_0) d\Gamma},$$  

where $K_0$ is the required kinetic energy and the internal energy is given by

$$H_0(\Gamma) = K(\Gamma) + \Phi(\mathbf{q}) = \sum_i \frac{1}{2m_i} (\mathbf{p}_i - \mathbf{u})^2 + \Phi(\mathbf{q}).$$

If $\mathbf{u}$ is not known a priori, it can be estimated as $1/N \sum_{i=1}^N \mathbf{p}_i$, which fluctuates at equilibrium, even though its average is zero. This leads to a change in the phase space contraction rate that is $O(1)$ (order 1 in $N$), and no longer preserves Eq. (A3), even when $H_0$ is redefined to account for the altered streaming term. An equilibrium distribution can be defined, but it requires that the proportionality constant between $K_0$ and $k_b T$ is different. To circumvent this problem in this paper (which does not aim to realistically model a physical problem), we simply set $\mathbf{u} = 0$, obtaining a distribution function (A3) and thermostating $\sum_i (1/2m_i) \mathbf{p}_i^2 = K_0 = (dN - d - 1)k_b T/2$. A better approach if a physical system was to be studied would be use an iterative method to determine the streaming velocity. In this Appendix we show that for this system $\Omega = -\beta D \mathbf{F}_s \mathbf{V}$, and hence Eq. (19) follows.

In this Appendix we consider general thermostatted equations of motion,

$$\dot{\mathbf{q}}_i = \frac{\mathbf{p}_i}{m} + C(\Gamma) \mathbf{F}_s \hat{\mathbf{n}}_i,$$  

$$\dot{\mathbf{p}}_i = \mathbf{F}_s + D(\Gamma) \mathbf{F}_s \hat{\mathbf{n}}_i - \zeta(\mathbf{p} - \mathbf{P}).$$

The distribution function (A3) is conserved by the equilibrium equations of motion. That is,
\[ \frac{\partial}{\partial t} f_{eq}(\Gamma, t) = f_{eq}(\Gamma, t) \Lambda(\Gamma) - \beta \dot{H}_0(\Gamma) f_{eq}(\Gamma, t), \]  
(A7)

where the quantity \( \Lambda(\Gamma) = -\partial / \partial \Gamma \cdot \dot{\Gamma} \) is the phase space compression rate of the system. Using the equations of motion, we can write the phase space compression rate as

\[ \Lambda(\Gamma) = (dN - d - 1) \xi. \]  
(A8)

We also find

\[ \dot{H}_0 = -J F_e V - 2 \xi K_0 = -J F_e V - \xi (dN - d - 1) k_B T. \]  
(A9)

Clearly Eq. (A7) is zero at equilibrium (\( F_e = 0 \)).

We can now evaluate \( \Omega \) using Eq. (A2), that is,

\[ \Omega(\Gamma) = \Lambda(\Gamma) + \beta \dot{H}_0(\Gamma) = -\beta J(\Gamma) F_e V. \]  
(A10)

Hence, we obtain the nonlinear response given by Eq. (19).

**APPENDIX B: STEADY STATE AVERAGES FROM NONLINEAR RESPONSE**

The equality of Sec. III B,

\[ \langle A(S^z T) B(\Gamma) \rangle_{F_e} = \lim_{z \to \infty} \langle A(S^z T) B(\Gamma) \rangle_{eq}, \]  
(B1)

may be obtained from a transformation of coordinates as follows (cf. Ref. 29). Let \( f_{F,e} \) be the probability density in phase space at time \( z \), obtained with a field \( F_e \), and assume that the evolution is such that the probability distribution converges to a given stationary distribution. Then, the steady state average obeys

\[ \langle A(S^z T) B(\Gamma) \rangle_{F_e} = \lim_{z \to \infty} \int A(S^z T) B(\Gamma) f_{F,e}(\Gamma) d\Gamma, \]  
(B2)

while the probability density obeys

\[ f_{F,e}(\Gamma) = f_{F,e,0}(S^z T) e^{\int_{z=0}^{\infty} \Gamma(S^z T) d\tau}, \]  
as determined by the Liouville equation [cf. Eq. (32) in Ref. 29]. The coordinate transformation \( X = S^z T \) then yields

\[ \langle A(S^z T) B(\Gamma) \rangle_{F_e} = \lim_{z \to \infty} \int A(S^z T) B(S^z X) f_{F,e,0}(X) dX, \]

\[ = \lim_{z \to \infty} \langle A(S^z T) B(S^z T) \rangle_{eq}, \]  
(B3)

since the Jacobian \(|d\Gamma/dX|\) equals \( e^{\int_0^\infty \Gamma(S^z X) d\tau} \), which is the inverse of the factor appearing in the evolved probability density \( f_{F,e}(\Gamma) \).


22. This does not exclude that the previously introduced definitions of fluctuation paths may be cast in the present formalism.

23. There is no natural criterion to identify \( T_{ub} \). However, the choice of \( T_{ub} \) and \( \tau \) does not affect our theoretical treatment, hence in the numerical work we chose a value for \( T_{ub} \) that allows us to sample large fluctuations and also gather sufficiently good statistics. We typically choose a value of \( \tau \) that is equal to several Maxwell times, after which no change in the form of the FP occurs.


26. Because of the Lyapunov instability and of the finite precision of numerical simulations, it was not possible, in practice, to run the transients backward for more than a time of about 1. Therefore, we exploited the time reversal properties of the system in order to calculate the values assumed by our function for negative times, directly from the values obtained in the forward run.

27. The probability of finding a peak exactly at time \( z \) of the transient is very low (at high fields it is much lower than in the corresponding steady state because much of the trajectory is in a state close to the initial equilibrium state where large deviations are even more unlikely to be observed). An enormous number of cycles should be run in order to obtain data with reasonable statistics, and while the data we were able to obtain were in agreement with the results, the statistical error was so large that the values were not very meaningful.
