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ABSTRACT

Development of context-aware applications is very complex as context information is gathered from a variety of sources that are error prone and differ in the quality of information they provide. The current software engineering approach to building context-aware applications employs appropriate context modelling and reasoning techniques to facilitate the application development process. However, the design of context models is highly challenging, as they need to capture (i) a variety of context information required by the applications (such as location, activities and devices, etc.), (ii) the relationships and dependencies among them, and (iii) their ambiguity, timeliness, and (iv) required Quality of Information. This paper describes a semi-automatic, forward engineering context modelling tool that provides design support for developing context models designed using the Context Modelling Language (CML). It promotes reuse of existing context information and automatically generates code for mapping context models into their runtime representations. The goal is to enable an error resistant context model design process and significantly reduce applications development effort and time.
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1. INTRODUCTION

Context-aware applications use contextual information to evaluate whether there is any change to the situation of the user and/or the computing environment that requires them to adapt their behaviour [1]. Much of the early efforts in developing context-aware applications have been adopting an ad hoc approach to context gathering and evaluation, without explicit attention to the use of context models and middleware that manages and understands the models. There are several problems with this approach. It makes the building of context-aware applications very burdensome for developers, since they have to directly deal with (i) low-level context sources (e.g., sensors), (ii) pre-processing of raw context data to the level required by the application, (iii) evaluation of context information and user preferences to make decisions on how applications should adapt, (iv) differences in Quality of Information of context information, and (v) providing fault tolerance of sources of context information. An ad hoc approach is also not amenable to reuse of context information. Moreover it leads to development of applications that have limited evolvability as context evaluation is hardwired into the logic of the application and any modification to the context or user preference models requires re-programming of the application [9].

For these reasons most of the current software engineering approaches to developing context-aware applications use (1) high level, abstract context models that define types of context information required by particular applications and (2) context management systems (CMS) that belong to the middleware level and are able to gather context information, reason about context and evaluate user preferences. This approach significantly reduces the complexity of the applications and the difficulty of their design and implementation, as the burdens of providing context provisioning and management services are moved from the applications to the CMS [1, 2, 3]. In addition, complex issues such as dealing with Quality of Information, conflict resolution, recognising situations that require application adaptations, fault-tolerance, security and user privacy, etc., [1,3,15] are also externalised into the middleware. Context models that model context information used by particular applications also support context reuse (at the time of modelling and also at application run time). All these features of context model based context-aware applications make software engineering of such applications easier and can lead to more evolvable and scalable context-aware applications. The software engineering of context-aware applications can be further assisted by the development of context modelling tools that provide assistance in the design of context models. Unfortunately, the design of context models is inherently challenging and error prone, as they need to capture all context information types required by the applications such as location, activities, computing resources and connectivity, etc. This context information may be imprecise, ambiguous, or not available since it is gathered from a wide variety of context sources (i.e., sensors) that differ in the Quality of Information they produce and failure rates. The context models need to capture this imprecision or ambiguity. Furthermore, the complexity of context models is
Figure 1. An example CML context model for Context-Aware Virtual Community Applications [5]
2. CONTEXT MODELLING APPROACH

This section describes the CML context modelling approach. The Context Modelling Language [3], or CML is derived from a conceptual information modelling formalism called ORM (Object Role Modelling) which was developed for modelling information systems and has an intuitive graphical representation. The ORM modelling concept is based on facts, and the modelling of a domain involves identifying fact types i.e., relationships between entities. CML extends the ORM facts to capture additional information that is important for managing context information. The CML extensions include [3]:

- context information type
  - static (§) (e.g., family relationship),
  - profiled (○) (e.g., ownership of a device),
  - sensed (✓) (e.g., current temperature),
  - derived (∗) (derived from existing context information),
- timeliness (↑) to capture histories of context information (e.g., user activity over a period of a week),
- ambiguity/alternative (△) that describes ambiguous information (e.g., conflicting location reports gathered from a variety of location sensors), and
- quality (.....) that defines the required QoI of the context information.

An example CML model for a context-aware virtual community application is shown in Figure 1. It is a modification of a context model in [5]. Each soft rectangle in the figure depicts an object type, while each box denotes a role played by an object type within the fact types. For example, the "occupied by" fact type contain two roles, one played a "Person" object type and the other by the "Home" object type. The fact types models are based on ORM. The CML extensions to ORM are summarised in the Legend in Figure 1 and illustrated in the model. For example the model shows that the fact type that the person is located near device is a derived fact type.

Since context-aware applications adapt to changes in situations and not to changes in single sensor values, CML fact types may be combined to formulate higher level abstractions known as situations. Situations in this approach are expressed in a modified first order logic. They can be used by triggers that execute when a particular situation arises. Preferences are also evaluated when situations arise to yield one or more execution choices when a decision needs to be made by the context-aware application [6].

3. CONTEXT MODELLING TOOL

The CML object-role based approach described in section 2 supports development of context-aware applications by allowing to model context information types required by the applications. A graphical notation is used in this modelling approach. In this section we describe our context modelling tool aimed at supporting software engineering of context-aware applications by making the design process of application context models easier and more error resistant.

3.1 Functionality

The tool provides means to define graphical representations of context facts as defined in the CML object-role based context modelling approach. It also allows annotating the model with types of context information, Quality of Information, timeliness, ambiguity, and dependencies as defined in the CML model. The tool has the following features:

- Supports context reuse - the designers can create facts or incorporate existing context facts or context models that are already in the repository of context models. The tool supports browsing of the repository and a selection of the models of interest.
- Has an intuitive and user friendly interface for the designers of context models.
- Supports basic validation of CML context models in a semi-automatic fashion.
- Provides forward engineering support for mapping of CML context models to their relational runtime representations used by the context management system.

More detailed descriptions of the user interface, context model validation, mapping to runtime representation, and also the tool implementation are provided in the following subsections.

3.2 User Interface

Figure 2 shows a screen shot of a CML model created using the context modelling tool. The shapes of the object types (as soft rectangles) and connectors in the CML model adopt the latest ORM2 notation specified by Halpin et al [4]. The CML model can be created graphically by selecting the relevant shape from the designer palette located on the left side of the screen, placing it onto the canvas, double-clicking the shape to enter relevant data, and connecting the shape using appropriate connector.
There are various options on the top right of the screen, which include:

- Automatic mapping to relational schema and SQL scripts (runtime representation of the context model).
- Browsing existing context facts and models using CML explorer as shown in Figure 2. It allows designers to browse through directories for existing context facts, and drag-n-drop facts on to the current working model. The aim is to reuse context facts (or combination of context facts) from other context-aware applications. Designers can choose to hide the side bar to allow more space on the canvas.
- View-port for a bird’s eye view of the entire context model when the model becomes too large.
- Titled background for designer to eliminate the background grids that appear on the canvas.

### 3.3 Model Validation

In order to ensure the integrity and consistency of the context information that is gathered by CMS according to the context models of context-aware applications, the context models have to be correct and valid. The context modelling tool is capable of performing basic correctness checking of the model at design time, to ensure that all the entities and relationships in the context model can be correctly transformed into run-time representations, and eventually be instantiated by the CMS. As illustrated in Figure 3, erroneous shapes are highlighted and when one of the shapes is double clicked, the errors are listed in a new window under the Error Listing section.

The tool is capable of checking typical errors including omitting constraints (e.g., each object type requires a representation, and each representation requires a data type), and including contradictory constraint combinations (e.g., a subtype cannot be the direct or indirect supertype of its supertype) as shown in Figure 4.

### 3.4 Code Generation

A context management system is responsible for gathering, evaluating, and provisioning context information according to the context model developed for the context-aware application [10]. Thus, CML context models of particular applications need to be mapped into the relational schemas required for the relational database-style repository of the context management system. Manual transformation of graphical representations of context fact types involves heavy database programming and sound knowledge in context information modelling from designers. It is not uncommon for designers to introduce errors during the transformation process, such as misnaming fact type relations, omitting integrity constraint and other fact specifications that could go undetected until the application encounters errors when manipulating context information. To reduce the database coding and administration effort of the designers in mapping abstract context fact types into their run-time representations, and make the mapping process less error prone, we provide this mapping as one of the functionalities of our tool. The tool is capable of automating the transformation process of graphical CML context models to relational schemas and/or SQL scripts for a specific underlying context management system.

![Create Table Person](image)

Create Table Person

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PersonName</td>
<td>varchar(20) not null,</td>
</tr>
<tr>
<td>CoordinatesNr</td>
<td>smallint not null,</td>
</tr>
<tr>
<td>HomeName</td>
<td>varchar(20) not null,</td>
</tr>
<tr>
<td>RoomName</td>
<td>varchar(20) not null,</td>
</tr>
<tr>
<td>ChannelId</td>
<td>smallint not null,</td>
</tr>
<tr>
<td>Primary Key (PersonName),</td>
<td></td>
</tr>
<tr>
<td>Foreign Key (ChannelId) reference ChannelRequiresDevice (ChannelId)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Create Table Device

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DeviceId</td>
<td>smallint not null,</td>
</tr>
<tr>
<td>CoordinateNr</td>
<td>smallint not null,</td>
</tr>
<tr>
<td>Mobility</td>
<td>char(1) not null</td>
</tr>
<tr>
<td>check (Mobility in ('f','m')),</td>
<td></td>
</tr>
<tr>
<td>Primary Key (DeviceId)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Create View PersonLocatedNearDevice

(PersonName, DeviceId) as select A.PersonName, B.DeviceId from Person as A join Device as B on A.CoordinatesNr = B.CoordinatesNr;

![Create View PersonLocatedNearDevice](image)
Figure 6. Portions of context model to relational schema mapping.

Figure 5 and 6 illustrate a partial mapping of the CML model (shown in Figure 1) to SQL scripts and a relational scheme, respectively. The translation employs the recent ORM2's relational mapping procedure, Rmap [4], where fact types are lassoed into groups to form a relation, and foreign keys are being introduced to attributes. The main benefits for employing the ORM2 Rmap procedure are (1) to guarantee a redundancy-free relational design, restricting the number of relation to allow effective and efficient database operation, as it is based on the "Optimal Normal Form" (ONF) algorithm, and (2) to maintain referential integrity. The translation build on top of the Rmap procedure by incorporating additional mappings for the context modelling constructs introduced by CML as described in [11].

The graphical CML context models created using the tool are serialized as XML, and stored with the .CML file extension by the context management system. However the automatic code generation is done based on the graphical model. The code generation feature is handled by the class GenerateSqlScriptActionListener, which can be found in [7]. Code is generated based on the model that is currently on the canvas at the time the action is being invoked. It is not necessary for designers to have any database programming knowledge to generate the code.

3.5 Tool Implementation

During the early stage of the tool development, a number of implementation technologies have been considered, such as the Eclipse GMF (Graphical Modelling Framework) that is based on the SWT toolkit, and C# plug-in to Microsoft Visual Studio. NET, etc. Eventually, the Java Swing GUI toolkit has been employed for software implementation, aiming to achieve the following characteristics:

- Stand-alone (i.e., not necessary for designers to purchase MS Visual Studio or download Eclipse merely to execute the program).
- Portable/cross-platform (i.e., designers must use MS Windows to run the tool if it was implemented as a plug-in to MS Visual Studio. NET)
- Lightweight (i.e., the tool offers essential functionalities with minimal memory footprint and file size, which can be easily distributed over the web, or even as a web-based Java Applet with all the benefits of Java technology, including robust memory management and security)
- Usable and Efficient (i.e., the tool is designed to have high usability to support efficient and easy production of context models)
- Open-source (i.e., the distribution is made available under the BSD license, and downloadable at sourceforge.net via [7])

4. CONCLUSION AND FUTURE WORK

This paper provided an overview of a context modelling tool that support designers in the development of CML context models for context-aware applications. The tool provides engineering design support for modelling context information, reusing existing context facts and automating the application design process. It is capable of constructing, editing, combining and browsing of context models, supports forward engineering of automatic mapping of context models into their runtime relational representation, and therefore, significantly reduces the database coding and administration effort, and makes the mapping process less error prone.

Efficiency and accuracy of the code generation process can be improved by utilising techniques that provide formal representation for describing a CML model and transforming the model to CMS specific code. We will investigate the use of XCML meta model proposed by Robinson et al [19] and Rails migrations that describe transformations using Ruby [20]. A formal technique will also be investigated for internal validation of the models before generating code. A Domain Specific Language (DSL) can be considered for defining syntax and rules to enforce integrity constraints and maintain consistency of the model.

Long term plans include support for verbalisation of the context model for non-technical users to interpret and understand the model, similar to the external model validation feature found in NORMA [12]. The model's fact types, constraints, and derivation rules are to be verbalized in language that is easily understood by ordinary users, so as to enable users to modify the models, introduce new facts and situations, and ultimately personalise the behaviour of applications according to their individual needs and preferences. The aim is to improve intelligibility and control of context-aware applications.
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