Scaling of entanglement support for matrix product states
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The power of matrix product states to describe infinite-size translational-invariant critical spin chains is investigated. At criticality, the accuracy with which they describe ground-state properties of a system is limited by the size $\chi$ of the matrices that form the approximation. This limitation is quantified in terms of the scaling of the half-chain entanglement entropy. In the case of the quantum Ising model, we find $S \sim 1/\chi^2 \log \chi$ with high precision. This result can be understood as the emergence of an effective finite correlation length $\xi_c$ ruling all the scaling properties in the system. We produce six extra pieces of evidence for this finite-$\chi$ scaling, namely, the scaling of the correlation length, the scaling of magnetization, the shift of the critical point, the scaling of the entanglement entropy for a finite block of spins, the existence of scaling functions, and the agreement with analogous classical results. All our computations are consistent with a scaling relation of the form $\xi_c \sim \chi^\kappa$, with $\kappa=2$ for the Ising model. In the case of the Heisenberg model, we find similar results with the value $\kappa \sim 1.37$. We also show how finite-$\chi$ scaling allows us to extract critical exponents. These results are obtained using the infinite time evolved block decimation algorithm which works in the thermodynamical limit and are verified to agree with density-matrix renormalization-group results and their classical analog obtained with the corner transfer-matrix renormalization group.
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I. INTRODUCTION

The exact solution of the dynamics of quantum physical systems is often too hard or impossible to compute. It is then necessary to resort to approximation schemes and numerical simulations, as in the case of QCD, the theory of strong interactions, to gain some insight into the physics of the theory under study. These numerical simulations are implemented using some clever algorithm that exploits the understanding of the quantum interactions at work. It may then be difficult to separate what is the absolute limitation inherent to the nature of the approximation from what is an artifact of the specific algorithm employed.

We can elaborate further this idea in the case of one-dimensional translational-invariant spin chains. There, the recent algorithms introduced by Vidal1 based on the explicit use of Schmidt decompositions have been shown to deliver identical results to the very successful density matrix renormalization group (DMRG).2–4 Actually, these two apparently wide-apart algorithms agree because they come down to represent the coefficients of a quantum state as a product of matrices, which is a matrix product state (MPS),5–7

$$|\Psi\rangle = \sum_{s_1 \ldots s_N} \text{tr}[A_1(s_1) \ldots A_N(s_N)]|s_1 \ldots s_N\rangle,$$

where $s_i$ labels a basis for the local degree of freedom (“spin”) of particle $i$, $A_i(s_i)$’s are matrices of some fixed finite size, $\chi$, and $N$ is the number of sites in the chain which will be taken to be infinite.8 Under the assumption that the above-mentioned algorithms do find a faithful description of the sought state, consistent with the MPS structure, we can forget about their details and describe their results as a consequence of the properties of MPS states.

In this paper, we shall investigate what is the limitation attached to the use of the MPS approximation for infinite one-dimensional translational-invariant quantum systems. It is important to note that we address infinite systems in order to avoid the presence of any finite-size effect. Consequently, any departure of MPS results from the exact ones is expected to be due to the very nature of the MPS representation and must necessarily relate to the finite matrix size $\chi$ that can be handled in practice.

Let us now present a brief summary of our main result. We need first to recall the basic construction of the Schmidt decomposition for any state in a bipartite Hilbert space $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$.

$$|\Psi\rangle = \sum_{\alpha=1}^{\min(\dim \mathcal{H}_A, \dim \mathcal{H}_B)} \lambda_\alpha |\varphi_\alpha^A\rangle |\varphi_\alpha^B\rangle,$$

where $\sum_\alpha |\lambda_\alpha|^2 = 1$ and $\langle \varphi_\alpha^A | \varphi_\beta^A \rangle = (\lambda_\alpha^A)^* \lambda_\beta^A$. The amount of entanglement (quantum correlations) between $A$ and $B$ can be quantified in terms of the von Neumann entropy of part $A$ (or $B$),

$$S(\rho_A) = -\sum_\alpha \lambda_\alpha^2 \log \lambda_\alpha^2 = S(\rho_B).$$

This entanglement entropy in an infinite chain is known to obey scaling properties. At a critical point the entanglement of a block of size $L$ with the rest of the chain scales as10

$$S(L) = \frac{c}{3} \log L,$$

where $c$ is the central charge associated with the universality class of the quantum phase transition. In particular, we can take party $A$ to be the left half of the chain with $L=N/2$ sites and party $B$ to be the right half with the remaining sites. It is clear that the entanglement of half of the chain with the other half will diverge as $N$ goes to infinity. More precisely, if we
consider a system with open boundary conditions, the following diverging behavior is expected:

$$S(\text{infinite half-chain}) \rightarrow \frac{N}{6} \log \frac{N}{2}. \quad (5)$$

Asymptotically, for very long chains, the half-chain entropy is only half of the entropy of a block with the same size. This can be understood by noticing that the block has two boundaries available to establish correlations with the rest of the chain, whereas a half-chain only has one. We may now wonder how much of this infinite amount of entanglement is captured by the MPS approximation. For a system in an MPS with matrices of finite size can not describe exactly the behavior of an infinite system at the critical point but we may try to find the exact amount of entanglement which is captured.

We have found that the quantitative entanglement support of MPS at criticality obeys the following scaling law for the quantum Ising model:

$$S_\chi = \frac{1}{6} \log \chi, \quad (6)$$

with a remarkably high precision.

This effective saturation of the entropy can be understood in an elegant way as the emergence of a finite correlation length $\xi_\chi$, a fact that was first analyzed in Ref. 11 in the context of DMRG calculations for gapless systems. To complete the connection we use the known result\cite{15} that, near criticality, entanglement entropy is expected to be saturated by $S = \frac{1}{6} \log \xi$. Typical values of the central charge are $c = 1/2$ for the Ising model and $c = 1$ for the Heisenberg model.

Thus, our result hints at the finite-\(\chi\) scaling relation,

$$\xi_\chi \approx \chi^\kappa, \quad \kappa = 2, \quad (7)$$

for the quantum Ising model. Moreover, we shall find this relation to be fully consistent with many other scaling properties in the system. In some sense we may argue that the finite matrix size $\chi$ inherent to the MPS approximation works as a probe of the universality class of the quantum phase transition which is investigated, a fact which is analogous to the well-known finite-size scaling for finite systems.\cite{13}

Our results will be mainly numerical obtained with a specific technique. The best MPS approximation to a given state can be obtained using different algorithms, DMRG being the most popular choice. Nevertheless, the recently proposed infinite time-evolving block decimation (iTEBD) (Refs. 14 and 15) turns out to be particularly suited to address infinite quantum systems. This algorithm exploits translational invariance, makes the programming quite simple and, for our purposes, runs faster than the commonly used finite-size DMRG. Yet, we have verified that the results we are presenting here can be obtained using DMRG. We are therefore led to believe that our findings are intrinsic to the MPS representation and are not really sensitive on the precise algorithm used to get an approximation of the ground state.

We also have compared our results with the corresponding classical ones when available. The agreement emerging from this comparison is a hint that the scaling properties we are facing of MPS could be a general phenomenon for quantum phase transitions studied with tensor network techniques (of which the MPS is just a possible choice).

We would like to stress that our goal is to settle the scaling properties inherent to the MPS approximation. For that purpose, we do not need to work with MPSs with matrices of very large size $\chi$ as far as we reach the scaling region. This region, for the case we study, is defined by

$$\xi_\chi \gg a,$$  \quad (8)

where $a = 1$ is the lattice spacing. Hence, depending on the value of $\kappa$, the scaling region can be attained with very modest values of $\chi$.

The paper is organized as follows. In Sec. II we discuss the origin of a finite-\(\chi\) scaling relation. Then, in Sec. III, we collect numerical evidence supporting its validity. In Sec. VI, we show that a similar scaling relation is expected for the Heisenberg model. Some applications of finite-\(\chi\) scaling are briefly discussed in Sec. V. Namely, we will show how to extract critical exponents from finite-\(\chi\) scaling. We summarize our results in Sec. IV. Details regarding the iTEBD algorithm, its convergence, and some improvements we have implemented are presented in the Appendixes A and D.

II. Finite-\(\chi\) Scaling

Phase transitions are usually detected through a local-order parameter that discriminates between the two phases separated by the critical point. Let us consider a concrete example, the infinite quantum Ising model in a transverse field,\cite{16}

$$H = -\frac{1}{2} \sum_i (\sigma^x_i \sigma^x_{i+1} + \lambda \sigma^y_i). \quad (9)$$

The phase transition of this model is driven by the transverse magnetic field, $\lambda$. The $x$ magnetization plays the role of an order parameter and scales as $M = \langle \sigma^x \rangle \sim |\lambda^2 - \lambda^x|^1/8$ near the critical point $\lambda^x = 1$.\cite{17}

We expect that, at criticality, a description of the ground state of $H$ in terms of a finite-\(\chi\) MPS blurs a phase-transition smooth. For instance a diverging correlation length at $\lambda^\chi = 1$ is replaced by a peak for the value of $\xi_\chi$ at some value $\lambda^*_\chi$ of the transverse field ($\lambda^* = \lambda^{x*} = \lambda^{x,2} \approx 3.8$). Indeed the correlation length of an MPS is usually finite.\cite{3,18,19}

The value of the peak $\xi_\chi$ and its position $\lambda^*_\chi$ should be dictated by a scaling relation of the following type:

$$\xi_\chi \sim \chi^\kappa. \quad (10)$$

Let us briefly argue why this should be the case by showing how the arguments in Ref. 13, formulated for finite-size scaling, can be adapted to the case of finite-\(\chi\) scaling. If Eq. (10) holds, in analogy with what is observed in finite systems, the MPS finite $\chi$ smooths all the divergences that we would observe in infinite systems at the phase transition. They should be transformed to some finite anomaly at a $\chi$ depen-
dent pseudocritical point \( \lambda_0^* \). To see this, we start by noticing that, asymptotically, the correlation length depends only on the distance from the transition through the universal critical exponent \( \nu \),

\[
\xi \sim t^{-\nu}, \tag{11}
\]

where \( t = |\lambda - \lambda^*| / \lambda^* \). By reading this relation in the opposite direction we gain some further understanding,

\[
t \sim \xi^{1/\nu}. \tag{12}
\]

Given that \( \chi \) cannot be taken to infinity, we are keeping the system away from criticality. The transition is actually shifted to a pseudophase transition located at a different value of the magnetic field \( \lambda^* \). There, the correlation length does not diverge. By substituting Eq. (10) into Eq. (12) we obtain a prediction on how the pseudocritical point should approach the true critical point when varying \( \chi \),

\[
\frac{|\lambda_0^* - \lambda^*|}{\lambda^*} \sim \chi^{-\kappa/\nu}. \tag{13}
\]

For a given \( \chi \), we obtain the effective distance from criticality when the system is at its critical point. We can hence stick there, at \( \lambda^* \), and fix our attention on how universal quantities should vary as we change \( \chi \). We may now envisage three different scenarios. When a universal quantity \( F_u \) diverges approaching the critical point with an exponent \( \omega \), this translates to a divergence at \( \lambda^* \) in terms of \( \chi \) as

\[
F_u(\lambda^*) \sim \chi^{\omega \nu / \kappa}. \tag{14}
\]

In the case where the universal quantity vanishes when approaching the critical point with a given exponent \( \nu \), as is the case for the order parameter, then we should have

\[
F_u(\lambda^*) \sim \chi^{-\nu \kappa / \kappa}. \tag{15}
\]

As a last case, we consider the possibility of a logarithmic divergence, as is the case for the half-chain entropy. Then,

\[
F_u(\lambda^*) \sim \kappa \log(\chi). \tag{16}
\]

Now we can look for deviations from the critical point. Once we have isolated the anomalous contributions to the universal quantities we are left with a regular part that, if correctly interpreted, does not depend on the size of the matrices. In analogy to the finite-size case, we call this contribution the scaling function for that particular universal quantity. An intuitive picture of its origin can be obtained by considering again Eq. (11). We consider the variable

\[
x = t^{1/\nu}, \tag{17}
\]

which, in an infinite system, stays of order one in all the critical region, including the phase-transition point as guaranteed by Eq. (11). Away from the critical region, where the correlation length attains a finite value, it increases monotonically with \( t \). When passing to finite-\( \chi \) systems we break the relation [Eq. (11)]. Expressing the correlation function in terms of \( \chi \) by using Eq. (10) we get

\[
x = t \chi^{\kappa / \nu}. \tag{18}
\]

Values for this variable close to zero are due to finite-\( \chi \) effects and can easily be obtained by getting closer and closer to the critical point at fixed \( \chi \). This is the variable that really quantifies the distance from an infinite system. Systems with different \( \chi \) at different \( t \) but with the same \( x \) are indeed at the same distance from the corresponding infinite system. The variable \( x \) can thus be used to unmask \( \chi \) independent effects induced by forcing the system away from its critical behavior. In order to do this, however, one should keep in mind that systems with different \( \chi \) have also different anomaly strengths as described by Eqs. (14)–(16). In order to unmask \( \chi \) independent effects we should therefore normalize the results obtained with system with different \( \chi \) with their anomalous contributions at the transition. For the cases considered in Eqs. (14)–(16) the scaling functions are extracted, respectively, as

\[
f_u(x) \sim \chi^{\omega \nu / \kappa} F_u(x), \tag{19}
\]

\[
f_u(x) \sim \chi^{\nu \kappa / \kappa} F_u(x), \tag{20}
\]

\[
f_u(x) \sim \frac{F_u(x)}{\kappa \log(\chi)}. \tag{21}
\]

We now provide numerical support to the finite-\( \chi \) scaling.

III. EVIDENCE FOR FINITE-\( \chi \) SCALING FOR THE QUANTUM ISING CHAIN

The general discussion on finite-\( \chi \) scaling should be verified on concrete examples. We present in this section the results for the quantum Ising chain in a transverse magnetic field in Eq. (9). All our results are obtained using the iTEBD algorithm. Some aspects of this technique are discussed in Appendices A and D.

A. Half-chain entropy

We first compute the von Neumann entropy for half the infinite chain. As mentioned previously, this measure of entanglement should diverge with the size of the system. Such a divergence cannot be accommodated by a finite-\( \chi \) MPS ansatz. Entanglement must circulate via the ancillary indices of the matrices that build the approximation. For matrices of size \( \chi \), entanglement is bounded to only span a space of dimension \( 2^\chi \), as explained in Ref. 20, rather than the actual diverging \( 2^{N/2} \) dimensions. Moreover, the eigenvalues in the Schmidt decompositions obey some decay law (an exponential decay, up to degeneracies, is expected from conformal field theory), which further decreases the amount of entanglement that the approximation should support.

Numerical results for the entanglement entropy for the half-chain at \( \lambda=1 \) is shown in Fig. 1, where we have plotted \( S_\chi \) as a function of \( \chi \) and found an accurate fit to the scaling law,

\[
S_\chi \approx \frac{1}{6} \log \chi. \tag{22}
\]

The remarkable precision of the fit should emerge from the absence of constant and \( 1 / \log \chi \) corrections. This effect was
observed in the context of block entropies in Ref. 21 and shown absent in other measures of quantum correlations such as the single copy entanglement which is based on the largest eigenvalue of the reduced density matrix of a subsystem. Conformal symmetry orchestrates a cancellation of subleading terms coming from all the eigenvalues of that reduced density matrix. In the present case, it is unclear why corrections are absent in the computation of the half-chain entropy at the point \( \lambda = 1 \).

We can now match this scaling to the result of Ref. 12 that states that, away from criticality, \( S = \frac{c}{6} \log \xi \). Then, the hypothesis of finite-\( \chi \) scaling suggests the half-chain entropy to behave as

\[
S_{\chi} \sim \frac{c}{6} \log \chi^\kappa.
\]

In the case of the Ising model, we find

\[
\xi = \chi^\kappa, \quad \kappa = 2.011(2),
\]

where we have used that the central charge \( c \) is equal to 1/2 for the Ising model. The error in our result only reflects the quality of the fit. This depends on the use of small values of \( \chi \), where scaling may not be present, and on possible violations of that scaling. The uncertainty is then not representing a faithful systematic error but just the order of magnitude of the freedom in the fit. Our goal in this paper remains to collect a first consistent estimate for what is the actual value of \( \kappa \).

In practical terms, this result shows that numerical exploration of the critical properties should be well described using relatively small MPS. A value of \( \chi = 20 \) describes faithfully correlations up to 400 sites. We now consolidate this result by checking its consistency with the computation of other observables.

**B. Shift of the critical point**

In the vicinity of the critical value \( \lambda^* = 1 \), the entanglement entropy of half of the Ising chain diverges and the magnetization abruptly drops to zero. The best MPS approximation to this scenario manages to produce a peak in the entropy and sudden drop of the magnetization for values of \( \lambda \) which are shifted from the infinite chain critical value. We label \( \lambda^*_\chi \) the coupling where the entropy presents a peak and \( \lambda^*_{M} \) the one where the magnetization vanishes abruptly. As in finite-size simulation schemes,\(^{13} \) we have found that both \( \lambda^*_\chi \neq \lambda^* \) and \( \lambda^*_{M} \neq \lambda^* \). However, we have found that, within the accuracy of our simulation, \( \lambda^*_{M} = \lambda^*_\chi = \lambda^* \). This can be understood as a check of the consistent representation of criticality that MPS develops.

Our results are shown in Fig. 2 for the entropy and the magnetization. We can see that (i) the amplitude of the shift \( \lambda^* - \lambda^*_\chi \) reduces when we increase \( \chi \), (ii) the peak of the entropy rises with increasing \( \chi \), and that (iii) far from the critical point, modest values of \( \chi \) are sufficient to get faithful approximation of the ground state (in the sense that the curves obtained for different values of \( \chi \) tend to collapse).

We have checked that the shift of the critical point obeys law (13). The results are plotted in Fig. 3. As expected, the way \( \lambda^*_\chi \) approaches \( \lambda^* \) is correctly described by a power law. Using \( \nu = 1 \) we extract

\[
\kappa = 2.1(1),
\]

where, again, the error is only reflecting the precision of the fit.
We may now take our numerical results and fit $\lambda_1^{c=10^{-2}} = 1$. The errors bars are due to the finite value of $\lambda$. These values were obtained with $\lambda = 1$. The errors bars are due to the finite value of $\lambda$.

This value is compatible with the value extracted using the entanglement entropy. As discussed in Appendices A and D, the values for $\chi = 2$ and 4 were obtained with $\varepsilon = 10^{-3}$, while for $\chi = 8$, 16, and 32 with $\varepsilon = 10^{-2}$. The errors bars are due to the finite value of $\varepsilon$.

The drop of the magnetization near the critical point obeys scaling laws as discussed previously. We actually expect the magnetization at finite $\chi$ to behave as $M_{\chi}(\chi = \lambda) \sim \chi^{\beta/2} \exp(-\kappa) \chi^{\nu/2}$ with the Ising critical exponents $\beta = 1/8$ and $\nu = 1$. We may now take our numerical results and fit $\kappa$ in this expected scaling law. In Fig. 4, we have plotted $M_\chi$ as a function of $\chi$ for the Ising chain at $\lambda = 1$. By fitting our numerical results with a function of the form $a \chi^b$ (see Fig. 4), we obtain

$$\kappa = 2.03(2).$$

This value of $\kappa$ is in agreement with our two previous determinations.

### D. Block entropy

A new consistency check consists in considering the entropy of the reduced density operator of a block of $L$ contiguous particles. For a critical systems, this entropy scales with $L$ as $S_L = \frac{1}{3} \log L$. We have observed that, for a fixed value of $\chi$, this entropy saturates at a distance $L = \chi^{\kappa}$. We can make a very qualitative assumption on the fact that the length at which the entropy saturates is of the order of the correlation length and in this way use this value as determination of the correlation length. It is likely that this qualitative assumption can be made rigorous in a renormalization-group (RG) framework by introducing a scaling field $\chi^{c/\nu}$. However, this analysis is out of the scope of this paper. By using relation (10) with this estimation of the correlation length we can have an idea of the magnitude of $\kappa$.

In order to compute the entropy of a block of $L$ spins, we have used the ideas contained in the work by Verstraete et al. The basic idea is to reconstruct the effective matrix MPS upon successive RG coarse-graining transformations. Our results are displayed in Table I, where we can see that $S_L$ saturates for $L \approx \chi^{2}$. So that we get a further confirmation that, for the Ising model,

$$\kappa \sim 2.0(1),$$

in agreement with the previous estimations, though less accurate. We observe that for sufficiently large $L$, $S_L$ is approximately equal to two times $S_\xi$ (the half-chain von Neumann entropy) calculated at the same $\lambda$. Let us recall that the explanation for this factor 2 is that a finite block has two
boundaries available to establish correlations with the rest of the chain, whereas a half-infinite chain only has one.

E. Correlation length

All our previous results should be a consequence of the emergence of a finite correlation length $\xi_\chi$. This fact was first investigated in Ref. 11. We can address this point by analyzing the ratio of the two highest eigenvalues of the transfer matrix \(^{18}\) computed from the matrices in the MPS. In Fig. 5, we have plotted the value of $\xi_\chi$ as a function of $\chi$. To extract the value of the exponent $\kappa$, we have performed a fit to numerical data with a function of the type $a\chi^\kappa$, with $a$ and $\kappa$ left as free parameters. We have found

$$\kappa = 2.00(3).$$ (28)

Again, the consistency of this result with our previous determinations is manifest.

F. Scaling function for the magnetization

A further manner to test finite-$\chi$ scaling is to analyze in more detail the magnetization. It follows from the scaling analysis in Sec. II that $M_\chi$ depends on $\chi$ only through the product $x = \chi^{\nu_\beta}$. Therefore, we can plot the rescaled magnetization $M_\chi(\chi^{\nu_\beta}) \chi^{\nu_\beta}$ as a function of $\chi^{\nu_\beta}$ for different values of $\chi$, assuming the known values of $\nu_\beta=1$ and $\beta=1/8$ of the Ising universality class. In case finite-$\chi$ scaling is verified, all points should lie on the same curve. The quality of this collapse is, hence, a function of the correct value of $\kappa$ alone.

We have scanned $\kappa$ for a broad range of values and selected the ones that qualitatively produced a collapse of the numerical points onto a single curve. Remarkably, we have verified that only for a relatively small interval of $\kappa$ values, all the points obtained with this procedure lie on the same curve. Whatever small variation outside this interval of $\kappa$ reflects on a sensible spread of the point outside the curve. Our results are displayed in Fig. 6. Again, we find a further confirmation that $\kappa=2.0(1)$ is the right scaling exponent.

G. Scaling function for the energy difference and comparison with classical results

In this section, we clarify why studying the deviation from the critical point with finite MPS we face a two scale problem. This problem is the quantum version of the already studied two scale finite-size scaling ansatz in the context of classical systems.\(^{22}\) In our case, the analysis is performed considering infinite-size systems. The first scale is given by the MPS dimension $\chi$ and the second scale is given by $t$. We saw in Sec. II that by correctly treating the two scales, one is able to extract universal scaling functions. The universality implies that scaling functions, however, should not depend on which system, among those in the same universality class, one decides to consider. This statement can be checked by comparing our results with the one contained in Ref. 22 about the classical Ising model in two dimensions at critical temperature. This system is indeed in the same universality class we are considering: the two-dimensional Ising universality class. The authors apply the ideas of the corner transfer matrix renormalization group (CTMRG) (Ref. 23) to it. This is a technique that generalizes the DMRG renormalization ideas and its related variational techniques over MPS to a real-space renormalization algorithm for classical systems. Once the CTMRG is applied at critical temperature as in Ref. 22, another scale emerges. This is the inverse of a correlation length depending on the dimension of the renormalized corner transfer matrix (CTM) $m$. The authors label this scale $\xi(m)$. This scale exactly corresponds to the scale we are calling here $\xi_\chi$. In this way, Nishino et al.\(^{22}\) by treating the finite-size classical system of dimension $N$ studied with a finite renormalized CTM of dimension $m$ as a two scale problem, extracted the value of all critical exponents. Here we consider the precise map between our results and the one contained there. Following the recipes in Ref. 23 we see that, (as already implicit in the identification of scales) the classical correspondence of $\chi$ is the size of the renormalized CTM (called $m$ in both references). We can use again the finite-size scaling ansatz and map the distance from the critical point.
that we call $t$ to the size of the classical system considered in Ref. 22 (called $N$). In this way the scaling variable $x_{\text{st}} = 1/(\chi t)$ of Ref. 22 is related to the one we use $x$ as $x_{\text{st}} = x'$. As for the Ising model $\nu = 1$, the results in Ref. 22 should exactly correspond to ours. We check this claim by considering what in our language would be the plot in Fig. 3 of Ref. 22. It represents the energy difference as a function of $x$ with respect to the exact result. We can use the standard mapping between the free energy of a classical system and the ground-state energy of the corresponding quantum system and compare the plot in Fig. 3 of Ref. 22 with our results for the ground-state energy per bond. To do this we plot the difference of the ground-state energy with a given $\chi$ and the exact result $E(\infty) = -1.273\,239\,54$, as shown in Fig. 7. The scaling function for the energy difference is obtained by plotting $[E(\chi t) - E(x')]^{1/\nu}$. Again we see that by using a value of $\nu = 2$ the points obtained with different $\chi$ collapse to a single curve. We also see that the curve we obtain has the same shape but a different normalization factor with respect to the one obtained in Fig. 3 of Ref. 22. This is expected since the normalization factors are known to be universal but boundary-condition dependent and we used different boundary conditions from the ones used in Ref. 22. We can hence confirm that the scaling observed in this work in the case of a quantum phase transition is the analog to the one observed in a classical phase transition in Ref. 22.

IV. EVIDENCE OF FINITE-$\chi$ SCALING FOR THE HEISENBERG CHAIN

An extensive analysis of the emergence of finite-\(\chi\) scaling in different models is necessary to gain insight in the role of the scaling exponent $\kappa$. Here, we only make a first step and explore the Heisenberg spin 1/2 Hamiltonian

$$H = \sum_i \vec{\sigma}_i \cdot \vec{\sigma}_{i+1}. \quad (29)$$

We may conjecture that $\kappa$ should only vary with the universality class of the model considered. To assess the new value of $\kappa$, we consider the scaling of the half-chain entropy since this strategy provided very precise determination in the Ising case.

We then follow the same steps as described for the Ising case and we take the central charge to be $c = 1$. By fitting the numerical data with a curve of the type $a + b \log(\chi)$ with $a$ and $b$ free parameters. The result of the factor $b$ for the fit in the $\chi$ interval from 16 to 44 is $b = 0.226(2)$.

Let us note that the fit now includes a nonzero intersect. This was absent in the Ising case.

This result can be checked for consistency in a similar way as the results presented for the Ising model. Here, we present as a further piece of evidence for finite-$\chi$ scaling, the scaling of the correlation length as computed from the ratio of the largest eigenvalues of the transfer matrix. As shown in Fig. 9, the numerical data are described correctly by a law of

$$\xi = a \log_b(\chi).$$

FIG. 7. (Color online) Collapse of the rescaled energy difference obtained with different MPSs. The values we use are $\kappa = 2$, $E(\infty) = -1.273\,239\,54$.

FIG. 8. (Color online) Entropy as a function of $\log \chi$ for the Heisenberg model. Data have been fitted with a function of the type $a + b \log(\chi)$ with $a$ and $b$ free parameters. The result of the factor $b$ for the fit in the $\chi$ interval from 16 to 44 is $b = 0.226(2)$.

FIG. 9. (Color online) Correlation length as a function of $\chi$ in the case of the Heisenberg model. This behavior can be correctly described by a relation of the type 10 with an exponent $\kappa = 1.38(4)$. The fit has been performed in the $\chi$ interval 20–44.
the type in Eq. (10) with an exponent
\[ \kappa = 1.38(2). \]  
Both determinations in Eqs. (30) and (31) are compatible and support the value \( \kappa \approx 1.37(2) \), which depends on the universality class of the model under discussion.

V. APPLICATIONS OF FINITE-\( \chi \) SCALING

As in the case of finite-size scaling, we can use finite-\( \chi \) scaling to extract critical exponents. The ideal strategy is the one that does not rely on the knowledge of the position of the finite-\( \chi \) pseudocritical point. This is so because the determination of the pseudocritical point is very delicate. Any small error in it propagates to the determination of critical exponents as we explicitly saw when dealing with the determination of \( \kappa \).

Keeping this in mind, we can envisage two different scenarios: a first simple scenario, as the one of the Ising model, when we know \textit{a priori} the location of the phase transition. In this case, in order to extract the critical exponents we proceed as follows.

1. Extract the value of \( \kappa \) by studying the behavior of \( \xi \) at the critical point.
2. Extract all the ratios \( a/\nu \), where here \( a \) represents a generic critical exponent by studying universal quantities as a function of \( \chi \) at the phase transition using the value of \( \kappa \) obtained in (i).
3. Extract the value of \( \nu \) [and hence \( a \) from the ratio obtained in (ii)] by studying the derivatives of the universal quantities with respect to \( t \).

The second scenario and by far the most unfavorable and frequent is the one where we do not know the location of the critical point. In this case, we need to adapt some strategy known from finite-size analysis to extract its value if we want to apply finite-\( \chi \) scaling to the transition. A possibility is obtained by considering the techniques of Ref. 27 (more efficient methods can be found, i.e., in Refs. 28 and 29). A review of this method for the case of finite-size scaling is contained in Ref. 30. We adapt it in the following way: we iteratively obtain estimates of \( \kappa \) and the critical point by considering the behavior of the correlation length as a function of increasingly big \( \chi \). Once these estimates converge to a fixed value, we can use the obtained values for \( \kappa \) and for the critical point to repeat the steps from (i) to (iii) of case one. In this way we extract all the other critical exponents. The main source of error in all these determinations is, as in the case of the finite-size scaling, the existence of scaling violations that we do not analyze in this work. However, even without taking the scaling violations into account, we think that the extracted exponent should be much more accurate than the ones obtained with standard techniques. To justify this statement, we review what we mean by standard techniques for extracting critical exponents with an infinite MPS by considering again the case of the Ising model.

We can extract the value of the exponent \( \nu \) by studying the behavior of the correlation length at fixed \( \chi \) when we approach the phase transition. We expect that far enough from the region where finite-\( \chi \) effects appear, a modest value of \( \chi \) should provide a faithful description of the Ising ground state. The correlation length should obey a law of the type \((\lambda-\lambda^*)^{-\nu}\). Fitting the data with this function and leaving \( \lambda^* \) and \( \nu \) as free parameters we obtain an estimate of both \( \lambda^* \) (the phase-transition point) and \( \nu \). We also expect that due to systematic errors induced by the fitting procedure (the difficult point is to locate the correct window of \( \lambda \) values for which we should perform the fit), these estimates would have a slight dependence on \( \chi \) and should converge to the exact \( \lambda^* \) and \( \nu \) for \( \chi \) large enough.

In Fig. 10 we show the results of such study, again for the Ising model. We extract as best estimate of \( \nu \) in the case of \( \chi = 16 \),
\[ \nu = 1.00(5). \]  
See also Refs. 22, 31, and 32 and references therein to see how in the case of finite chains described with MPS finite-size scaling can be used as an alternative to extract critical exponents.

A similar strategy can be used to extract the \( \beta \) critical exponent. Again, working slightly away from criticality, the scaling of the magnetization is very nicely fitted with
\[ \beta = 0.1250(1), \]  
as shown in Fig. 11.

In addition to the exponent \( \beta \), one can consider the exponent \( \eta \) by studying the behavior of the two point correlation function of the order parameter \( \sigma \). Both exponents are related via the hyperscaling relation: \( \beta = (d - 2 + \eta)/2 \), where in this case \( d = 2 \) as we are considering the universality class of the classical two-dimensional Ising model.

This relation implies that if \( \beta = 1/8 \), then \( \eta \) should be 1/4. We checked this for consistency. We plot the two point correlation function of the order parameter as a function of the
distance in Fig. 12. In a log-log plot, an algebraic decay such as $r^{-\gamma}$ is seen as a straight line. We plot this straight line together with the correlations functions obtained for the MPS at the phase transition with $\chi=16, 32, 64$. We appreciate how the range for which the correlations reproduce the exact result increases with the matrix dimension. Once the range of distances is correctly selected, a fit to a power law in the case of correlation function of the $\chi=64$ MPS at $\lambda=1$ produces the following best estimate for $\eta$:

$$\eta = 0.248 \pm 0.025.$$

Again, this result only reflects the quality of the fitting strategy.

FIG. 12. (Color online) Study of the order-parameter two point correlation function at $\lambda=1$ for $\chi=16, 32, 64$ and $\epsilon=0.01$ compared with the expected exact behavior $r^{-0.25}$. We note that the range of distances for which there is good agreement between the numerical correlation function and the exact result increases with $\chi$ as expected. Inset: results of fits with a power law of the type $ar^{-\gamma}$ for the case of $\chi=64$ in the $r$ windows for which the extracted correlation functions agree with the analytical results.
ing the main features of this algorithm. A more technical presentation can be found in Ref. 14.

The iTEBD algorithm aims at finding the ground-state energy per particle of a Hamiltonian of the form

\[ H = \sum_{i=-\infty}^{\infty} h_i, \]  

(A1)

where \( h_i \) represents a two-spin next-neighbor interaction term. This algorithm is based on the following identity, valid for any gapped Hamiltonian:

\[ |\Psi_0\rangle = N \lim_{\tau \to \infty} e^{-\tau H} |\Psi_0\rangle. \]  

(A2)

That is, a ground state of \( H \) can be obtained by evolving some initial state \( |\Psi_0\rangle \) in imaginary (Euclidean) time whenever \( H \) has a gap above the ground state and \( \langle \Psi_0 | \Psi_0 \rangle \neq 0 \). For many Hamiltonians of interest, though, Eq. (A2) cannot be used as such. Rather, one computes the following sequence until convergence is attained:

\[ |\Psi_{i+1}\rangle = \mathcal{E}_i(\epsilon, H) |\Psi_i\rangle \mathcal{P}_i F(\epsilon, H) |\Psi_i\rangle, \]  

(A3)

where \( \epsilon \) is some tunable parameter such that \( \mathcal{E}_i(\epsilon) = e^{-\epsilon \tau} \) for \( \epsilon \) small enough. In the iTEBD algorithm, \( \mathcal{E}_i(\epsilon, H) \) is decomposed into

\[ \mathcal{E}_i(\epsilon, H) = Q_i P_i F(\epsilon, H), \]  

(A4)

where the factors appearing in the last expression correspond to a different approximation that makes numerical computations tractable:

(i) The first factor \( F(\epsilon, H) \) comes from using a cutoff Suzuki-Trotter expansion1 in order to approximate the action of \( e^{-\epsilon \tau} \) by a product of two-body operators. (As a result, the form of \( F_i \) depends on \( i \).) The error introduced by truncating the Suzuki-Trotter expansion vanishes when \( \epsilon \to 0 \). We call this error finite time-step error.

(ii) The second factor \( P_i \) is a projector that approximates \( F(\epsilon, H) |\Psi_i\rangle \) by an MPS with matrices of some prescribed finite size \( \chi \). This approximation is made in order to have an efficient description of the state at each step of sequence (A3). Indeed, both storing of \( |\Psi_i\rangle \) and the computation of the mean value of a local operator now take a time that is polynomial in \( \chi \). This approximation boils down to limiting the amount of correlations present in the system. We will call truncation error the error due to this approximation.

(iii) The operator \( e^{-\epsilon \tau} \) is not unitary, and as a result \( P_i F(\epsilon, H) \) neither is. This nonunitarity has small spurious effects that we can safely neglect.37 The third operator, \( Q_i \), does exactly this job, producing what we call an orthonormalization error.

In order to study the time-step error, we have applied the iTEBD algorithm to obtain an MPS approximation of the ground state of the quantum Ising chain with matrices of size \( \chi \) equal to 2. The reason why we have chosen to discuss the time-step error with such a small value of \( \chi \) is that it is most illustrative. For various values of \( \epsilon \) ranging from 10^{-1} to 10^{-5}, we have computed the behavior of the ground-state energy and the half-chain von Neumann entropy. It is natural to test the performance of the algorithm looking at the

TABLE II. Convergence of the entropy as a function of \( \epsilon \) for some values of \( \lambda \). The table shows the difference of the entropy found using a given \( \epsilon \) with our best simulations corresponding to \( \epsilon = 10^{-5} \). 

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>S1-S5</th>
<th>S2-S5</th>
<th>S3-S5</th>
<th>S4-S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>9124</td>
<td>921</td>
<td>91</td>
<td>8</td>
</tr>
<tr>
<td>1.0</td>
<td>424 95</td>
<td>4203</td>
<td>416</td>
<td>38</td>
</tr>
<tr>
<td>1.071</td>
<td>368 647</td>
<td>354 89</td>
<td>3501</td>
<td>318</td>
</tr>
<tr>
<td>1.072</td>
<td>696 32</td>
<td>6951</td>
<td>689</td>
<td>62</td>
</tr>
<tr>
<td>1.073</td>
<td>692 00</td>
<td>6908</td>
<td>684</td>
<td>62</td>
</tr>
<tr>
<td>1.1</td>
<td>587 18</td>
<td>5871</td>
<td>581</td>
<td>53</td>
</tr>
</tbody>
</table>

ground-state energy since it is designed to minimize this quantity. It is less obvious why we also looked at the half-chain entropy. We will explain it shortly.

In principle, the smaller the \( \epsilon \), the more accurate the description of the state. However small values of \( \epsilon \) also increase the number of time steps necessary to guarantee convergence of the simulation. One way to proceed, in order to correctly choose \( \epsilon \), is as follows: (i) run a simulation with a rather large value of \( \epsilon \), \( \epsilon_1 \), and get an estimate of the energy and the entropy. (ii) Repeat the simulation with a smaller value of \( \epsilon \), \( \epsilon_2 \), and compare the resulting energy and entropy with those of the simulation at \( \epsilon_1 \). (iii) If the results are close enough (according to a predetermined margin), stop the simulation. Otherwise, repeat with smaller values of \( \epsilon \) until convergence is attained.

On Table II, we report on the convergence of the von Neumann entropy, as a function of \( \epsilon \), for various values of \( \lambda \), while Table III shows the difference of the values for the energy (entropy) for \( \epsilon = 0.1 \) and \( \epsilon = 10^{-5} \). We interpret these differences as an estimation of the finite time-step error at \( \epsilon \).

TABLE III. \( \Delta E \) and \( \Delta S \) corresponding to the difference between the values obtained for the entropy and energy when using \( \epsilon = 10^{-1} \) and \( \epsilon = 10^{-5} \) for \( \chi = 2 \). This gives an estimation of the error due to \( \epsilon \) when using 10^{-1} as its value. Note that the errors increase around the critical point and that the errors in the entropy are much greater than the ones in the energy. All entries of this table should be multiplied by 10^{-8}.

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( \Delta E )</th>
<th>( \Delta S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>&lt;0.1</td>
<td>39</td>
</tr>
<tr>
<td>0.7</td>
<td>&lt;0.1</td>
<td>706</td>
</tr>
<tr>
<td>0.8</td>
<td>&lt;0.1</td>
<td>2521</td>
</tr>
<tr>
<td>1.0</td>
<td>7</td>
<td>424 95</td>
</tr>
<tr>
<td>1.071</td>
<td>41</td>
<td>368 647</td>
</tr>
<tr>
<td>1.072</td>
<td>34</td>
<td>696 32</td>
</tr>
<tr>
<td>1.073</td>
<td>34</td>
<td>692 00</td>
</tr>
<tr>
<td>1.1</td>
<td>29</td>
<td>587 18</td>
</tr>
<tr>
<td>1.4</td>
<td>7</td>
<td>142 26</td>
</tr>
<tr>
<td>1.5</td>
<td>4</td>
<td>9807</td>
</tr>
</tbody>
</table>
Simulations with $/H20849$ and that both increase around the pseudocritical point. The entropy is about ten times larger than that on the energy shown them. This is why we have not read identical up to eight decimals. This is why we have not convergence for the half-chain entropy. A common method to detect a phase transition is to analyze the variation of an order parameter. On another hand, we know that the half-chain von Neumann entropy to converge faster to a steady value than the mean value of the order parameter and thus provides a faster detection of the position of the critical point (varying the magnetic field, $\lambda$, and scanning for the peak of $S$). Yet, the von Neumann entropy converges more slowly than the energy (see Fig. 13). Around the critical point, the spectrum of the Hamiltonian is filled with a lot of low-energy excited levels which energy is very close to that of the ground state. An arbitrary superposition of such excited states will have energy close to that of the ground state but can in principle exhibit very different entanglement properties. We believe that this is why it takes much longer to get a reliable estimate of the entropy. One has to make the energy converge close enough to that of the ground state so that the entropy of the obtained state also faithfully reflects that of the ground state.

APPENDIX B: METASTABILITIES

An important issue when running the iTEBD algorithm is to be sure that one is not driven to a local minimum. Here we point out the existence of some metastabilities in the simulation with respect to the choice of the initial state (an effect

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>Exact</th>
<th>$\chi=2$</th>
<th>$\chi=4$</th>
<th>$\chi=8$</th>
<th>$\chi=16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.063 544 40</td>
<td>33</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.6</td>
<td>1.092 238 58</td>
<td>172</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.7</td>
<td>1.126 828 67</td>
<td>745</td>
<td>2</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.8</td>
<td>1.167 809 51</td>
<td>2978</td>
<td>12</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.9</td>
<td>1.216 000 91</td>
<td>121 73</td>
<td>126</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>1.0</td>
<td>1.273 239 54</td>
<td>697 12</td>
<td>4683</td>
<td>261</td>
<td>15</td>
</tr>
<tr>
<td>1.1</td>
<td>1.342 864 02</td>
<td>1465 76</td>
<td>1642</td>
<td>6</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>1.2</td>
<td>1.419 619 27</td>
<td>776 96</td>
<td>416</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>1.3</td>
<td>1.500 823 24</td>
<td>456 75</td>
<td>141</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>1.4</td>
<td>1.585 188 30</td>
<td>287 19</td>
<td>57</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>1.5</td>
<td>1.671 926 22</td>
<td>189 64</td>
<td>25</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

(The results for the energy with $\epsilon=0.1$ and $\epsilon=0.01$ are already identical up to eight decimals. This is why we have not shown them.) We observe from these tables that the error on the entropy is about ten times larger than that on the energy and that both increase around the pseudocritical point $\lambda_c$. Simulations with $\chi=4$ and $\chi=8$ show similar results. If we now compare the values of the energy and entropy yielded by our simulations with the exact values for an infinite chain (Tables IV and V), we see that the errors are larger in the vicinity of the critical point and that, as expected, they decrease as we decrease $\epsilon$.

Let us now clarify why we were interested in reaching full convergence for the half-chain entropy. A common method to locate a phase transition is to analyze the variation of an order parameter. On another hand, we know that the half-chain entropy of a critical system diverges while, off and close to criticality, it scales as the logarithm of the correlation length and thus remains finite. It is therefore reasonable to think of using the half-chain von Neumann entropy to detect a phase transition. It turns out that when running the iTEBD algorithm, $S$ converges faster to a steady value than the mean value of the order parameter and thus provides a faster detection of the position of the critical point (varying the magnetic field, $\lambda$, and scanning for the peak of $S$). Yet, the von Neumann entropy converges more slowly than the energy (see Fig. 13). Around the critical point, the spectrum of the Hamiltonian is filled with a lot of low-energy excited levels which energy is very close to that of the ground state. An arbitrary superposition of such excited states will have energy close to that of the ground state but can in principle exhibit very different entanglement properties. We believe that this is why it takes much longer to get a reliable estimate of the entropy. One has to make the energy converge close enough to that of the ground state so that the entropy of the obtained state also faithfully reflects that of the ground state.

APPENDIX B: METASTABILITIES

An important issue when running the iTEBD algorithm is to be sure that one is not driven to a local minimum. Here we point out the existence of some metastabilities in the simulation with respect to the choice of the initial state (an effect

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Exact</th>
<th>$\chi=2$</th>
<th>$\chi=4$</th>
<th>$\chi=8$</th>
<th>$\chi=16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>421 292</td>
<td>−3</td>
<td>−3</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.6</td>
<td>914 778</td>
<td>−36</td>
<td>−36</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.7</td>
<td>186 996 1</td>
<td>−389</td>
<td>−389</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.8</td>
<td>380 44 48</td>
<td>−4255</td>
<td>−4255</td>
<td>−1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>0.9</td>
<td>848 455 1</td>
<td>−669 20</td>
<td>−669 20</td>
<td>−12</td>
<td>−2</td>
</tr>
<tr>
<td>1.1</td>
<td>474 441 79</td>
<td>−437 545</td>
<td>−437 545</td>
<td>−6473</td>
<td>−3</td>
</tr>
<tr>
<td>1.2</td>
<td>365 514 66</td>
<td>−743 87</td>
<td>−743 87</td>
<td>−270</td>
<td>5</td>
</tr>
<tr>
<td>1.3</td>
<td>300 646 32</td>
<td>−202 21</td>
<td>−202 21</td>
<td>−23</td>
<td>5</td>
</tr>
<tr>
<td>1.4</td>
<td>255 394 96</td>
<td>−6976</td>
<td>−6976</td>
<td>&lt;0.1</td>
<td>5</td>
</tr>
<tr>
<td>1.5</td>
<td>221 441 07</td>
<td>−2797</td>
<td>−2797</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
which is also present in standard DMRG simulations). In all our calculations, we have used an initial state which matrices $\Gamma_A$ and $\Gamma_B$ (see Ref. 14 for details) are of the following form: random entries in the $2 \times 2$ left upper corner and all other entries set to zero. However, when performing a simulation for the Ising chain for some value $\lambda$ of the transverse field, one could use, as initial state, the result of a simulation performed at some close value of $\lambda$. Although this procedure can substantially decrease the time necessary to make the energy and the half-chain entropy converge, it can also lead to misleading results regarding the position of $\lambda^*$, taken as the point where the order parameter vanishes, as can be seen in Fig. 14. Simulations which start from a previous minimization run of a larger $\lambda$ do produce unphysical results. Thus, all simulations must start from random initial conditions.

APPENDIX C: BOOSTED INFINITE TIME-EVOLVING BLOCK DECIMATION

The performance of the iTEBD algorithm depends on the initial conditions and the gap above the ground state. The results of our study suggest that using finite $\chi$ one is perturbing the system in a way similar to having an effective gapped Hamiltonian. However, if the gap is small the convergence of the algorithm can be very slow. To see this, we can consider as initial state a state with nonzero projection on the ground state,

$$|\psi\rangle = \alpha|\phi_0\rangle + \sqrt{1-\alpha^2}|\psi_L\rangle,$$

where $|\alpha| < 1$. It is easy to see that, if the Hamiltonian has a gap $\Delta$, the Euclidean evolution of an initial state with nonzero projection on the ground state will lead to

$$|\psi\prime\rangle = \exp(-H\tau)|\psi\rangle = \alpha \exp(-E_0\tau)|\phi_0\rangle + \sqrt{1-\alpha^2}|\psi_L\rangle,$$

with $|\psi_L\rangle = \exp(-H\tau)|\psi_L\rangle$. From

$$\langle \psi_0 | H | \psi_0 \rangle \geq \Delta + E_0,$$

we see that the long-time limit of the above expression differs from the ground state (as already pointed out in Ref. 1) by terms of the order

$$\langle \psi_0 | \psi_\prime \rangle \sim 1 - \frac{1-\alpha^2}{2\alpha^2} \exp(-2\tau \Delta).$$

Now if we approach the critical point of a phase transition we know that the correlation length scales with the critical index $\nu$ of the corresponding universality class,

$$\xi \sim \tau^{\nu},$$

where $\tau$ denotes, again, the distance from the critical point. Assuming that $\Delta \sim 1/\xi$, we see that, even in the case of a good guess of the initial state (that is, in the case $|\alpha|^2 \sim 1$), the convergence of the algorithm slows down in the critical region. In order to partially cure this slowing down we can perform a linear extrapolation of the results obtained after a small interval of Euclidean time $d\tau$ and get a new estimate for the MPS. Given a generic element of the MPS matrix at Euclidean time $\tau$, $A(s_i)(\tau)$, and the same element at time $\tau + d\tau$, $A(s_i)(\tau + d\tau)$, we construct a new MPS which matrix elements $A(s_i)(T)$ are the extrapolation at time $T$ of the straight line passing from the two points at $\tau$ and $\tau + d\tau$. Before promoting the guessed MPS to a new initial condition, we should check that the state it describes has a lower energy than the MPS obtained at $\tau + d\tau$ before the extrapolation. A lower energy indeed means a greater overlap with the ground state. In case the extrapolation is successful and we promote the guess to an initial condition of the new evolution. In case the energy of the new extrapolated state is greater than the energy of the state before the extrapolation, we just neglect it and keep the state we had before the extrapolation. The new Euclidean evolution is also of length $d\tau$ and is followed by the attempt of a new extrapolation. We iterate the procedure until we reach convergence.

FIG. 14. (Color online) Magnetization as a function of the transverse magnetic field using different initial states for $\lambda=4$ and $e=0.1$. In one case (open circles) we use a random $2 \times 2$ matrix as an initial state. In the second case (open squares) the initial state for $\lambda=\lambda_0$ is the final state obtained for $\lambda=\lambda_0+0.001$. The two methods do not give similar results for the position of the critical point.
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19 Unless we are in the degenerate case of an MPS phase transition due to nearing the two first eigenvalues of the transfer matrix (Ref. 18). We have not observed this effect in our simulations.
24 We warn the reader of a misprint in Fig. 3 of Ref. 22 where both the caption and the x axis label should read N/ξ(m) as explained in the reference main text instead of ξ(m)/N as written.
26 A result compatible with our determination of κ has been obtained independently by R. Davies and R. Orús (private communication) in a simulation of the superfluid phase of the Bose-Hubbard model. This constitutes a further hint that κ is universal as all the superfluid phase of the Bose-Hubbard model is critical and has c = 1.
37 Nonunitary gates may result in a loss of orthonormality between Schmidt vectors for bipartitions away from the two spins acted upon by the gate (see, Ref. 15 for a recent discussion).
38 This part of the work has been developed by using the DMRG code released within the “Powder with Power” project (www.qti.sns.it).