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Abstract. The uniformization method (also known as randomization) is a numerically stable algorithm for computing transient distributions of a continuous time Markov chain. When the solution is needed after a long run or when the convergence is slow, the uniformization method involves a large number of matrix-vector products. Despite this, the method remains very popular due to its ease of implementation and its reliability in many practical circumstances. Because calculating the matrix-vector product is the most time-consuming part of the method, overall efficiency in solving large-scale problems can be significantly enhanced if the matrix-vector product is made more economical. In this paper, we incorporate a new relaxation strategy into the uniformization method to compute the matrix-vector products only approximately. We analyze the error introduced by these inexact matrix-vector products and discuss strategies for refining the accuracy of the relaxation while reducing the execution cost. Numerical experiments drawn from computer systems and biological systems are given to show that significant computational savings are achieved in practical applications.
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1. Introduction. Computing transient probabilities is an important problem in Markov chain modeling. Numerical techniques are based on solving the Chapman–Kolmogorov system of differential equations:

\[
\begin{aligned}
\frac{dw(t)}{dt} &= Aw(t), \quad t \in [0, T], \\
w(0) &= v, \quad \text{an initial probability distribution}.
\end{aligned}
\]

The coefficient matrix \( A \) is an infinitesimal generator of order \( n \), where \( n \) is the number of states in the Markov chain. Thus \( A \in \mathbb{R}^{n \times n} \), with elements \( a_{ij} \geq 0 \) when \( i \neq j \), and \( a_{jj} = -\sum_{i=1, i \neq j}^{n} a_{ij} \), which means that \( A \) is a minus Z-matrix [2] with zero column sum (our notation uses column vectors and transposes the transition matrix; see, e.g., [18, section 8.5.2]). Of interest is the transient solution, \( w(t) \), which is given by the solution of (1) and is known to be

\[
w(t) = e^{tA}v.
\]

Since the matrix exponential can be full even when the original matrix is sparse, the practical computation of \( e^{tA} \) in full remains possible only when \( A \) is relatively small, i.e., when the number of states in the Markov chain does not exceed a few hundreds. Examples of such methods can be found in Moler and Van Loan [11]. In general, aspects such as size, stiffness, and accuracy are the main concerns when solving
Markov chains numerically. Solution techniques for large-scale problems include general ODE solvers and Krylov-based methods [13, 14, 18]. However, Markovian analysts have traditionally used the uniformization method, which still remains very popular. Evidence suggests that it can work very well, especially on nonstiff problems [15], and this is one of the reasons why it remains one of the most widely used methods for computing transient solutions.

Because the matrix-vector product is the most time-consuming part of the uniformization method, the overall efficiency of the method in solving large-scale problems can be significantly enhanced if the matrix-vector product is made more economical. In this paper, we incorporate a new relaxation strategy into the method so as to perform matrix-vector products only approximately. We analyze the error introduced by these inexact matrix-vector products, and discuss strategies for refining the accuracy of the relaxation while reducing the execution cost. Numerical experiments drawn from computer systems and biological systems show that significant computational savings are achieved in practical applications.

The paper is structured as follows. Section 2 provides a brief overview of the uniformization method. Section 3 describes our proposed variant of the method based on matrix-vector products that are inexact. An analysis of the error is given, and strategies to refine the accuracy while reducing the execution cost are discussed. Section 4 presents some numerical results. Section 5 provides some concluding remarks.

2. The uniformization method. The uniformization (or randomization) algorithm is based on the evaluation of the \( \ell \)th partial Taylor series expansion of the matrix exponential [6, 7]. The length \( \ell \) is determined so that the prescribed tolerance on the approximation is fulfilled. Since \( A \) is a minus \( Z \)-matrix (i.e., the diagonal elements of \( A \) are negative and the off-diagonal elements are nonnegative), a naive use of the expression

\[
\mathbf{w}(t) = e^{tA}v \approx v + \frac{tA}{1!}v + \cdots + \left( \frac{tA}{\ell!} \right) v + \cdots
\]

is subject to severe roundoff errors due to terms of alternating signs. Thus the uniformization technique instead uses the modified formulation

\[
\mathbf{w}(t) = e^{\alpha(tP-I)v} = e^{-\alpha t}e^{\alpha tP}v, \quad P = I + \frac{1}{\alpha}A, \quad \alpha = \max_i |a_{ii}|
\]

where \( 0 \leq P \leq 1 \) componentwise and \( \|P\|_1 = 1 \). The resulting truncated approximation

\[
\overline{\mathbf{w}}(t) = \sum_{k=0}^{\ell} e^{-\alpha t} \frac{(\alpha t)^k}{k!} P^k v
\]

involves only nonnegative terms and becomes numerically stable. If \( \varepsilon_{\text{tol}} \) denotes the prescribed error tolerance, the condition

\[
\|\mathbf{w}(t) - \overline{\mathbf{w}}(t)\|_1 \leq \varepsilon_{\text{tol}}
\]

leads to a choice of \( \ell \) such that

\[
\sum_{k=0}^{\ell} e^{-\alpha t} \frac{(\alpha t)^k}{k!} \geq 1 - \varepsilon_{\text{tol}}.
\]
The length $\ell$ may therefore be determined simply by adding up the above series until the inequality is met. In fact, practical implementations will subdivide the integration domain to prevent overflow issues. Specifically, choose $\theta$ in advance (say, $\theta = 100$), and set

$$m = \left\lceil \frac{\alpha t}{\theta} \right\rceil, \quad \bar{t} = \frac{t}{m};$$

then we have

$$\bar{w}(t) = \left(e^{-\alpha \bar{t}} e^{\alpha \bar{t}P}\right)^m v = e^{-\alpha \bar{t}} e^{\alpha \bar{t}P} \cdots e^{-\alpha \bar{t}} e^{\alpha \bar{t}P} v,$$

which is evaluated from left to right, and each step amounts essentially to our earlier discussion with different $v$'s and a reduced $\bar{t}$ such that $\alpha \bar{t} \leq \theta$. The overall scheme is summarized in the pseudocode below.

**Algorithm 1**: Uniformization($t, A, v, \varepsilon_{\text{tol}}$).

1. $\alpha = \max_i |a_{ii}|; \quad P := I + A/\alpha$;
2. $\theta := 100; \quad m := \left\lceil \alpha t/\theta \right\rceil; \quad t := t/m$;
3. $s := \alpha t; \quad r := e^{-s}$;
4. Choose $\ell$ to satisfy (4);
5. $w := v$;
6. for $i := 1 : m$ do
7. $f := w$;
8. for $k := 1 : \ell$ do
9. $f := \frac{s_k}{\ell} Pf$;
10. $w := w + f$;
11. end
12. $w := rw$;
13. end

The popularity of uniformization is related to three main facts. First, its simplicity and malleability facilitate its implementation—only a matrix-vector product is needed per Horner-like iteration, with absolutely minimal extra storage (the matrix $P$ need not be formed explicitly). Second, it works surprisingly well in a great variety of circumstances. Third, and perhaps most significantly, the transformation from $A$ to $P$ has a concrete interpretation. The matrix $P$ is stochastic and is the transition matrix of a discrete time Markov chain (DTMC) that emulates the behavior of the continuous time Markov chain (CTMC), whose infinitesimal generator is $A$.

As described in Gross and Miller [7], this probabilistic interpretation allows deriving other parameters of interest. A shortcoming of uniformization is that $\ell$ is likely to be large, and thus (3) involves many matrix-vector multiplications, for large values of $\alpha t$. Therefore, making the matrix-vector product economical, as we are proposing, can substantially decrease the execution time.

**3. Inexact uniformization.** Over recent years, there has been a growing interest in using inexact (or relaxed) matrix-products that are computed only to sufficient accuracy as needed [3, 16, 19]. Such interest has been motivated by applications where the matrix is not known exactly or is too expensive to apply. Most of the studies have focused, however, on Krylov subspace methods because by construction they are matrix-free and heavily dependent on matrix-vector products. The results obtained there have so far been quite promising [4, 10].

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
3.1. The inexact uniformization algorithm. Based on this evidence, we are interested in developing an inexact uniformization, where the matrix in statement 9 of Algorithm 1 is allowed to be \( P + E_k \), where \( E_k \) is an error matrix at the \( k \)th step, and can change at each iteration. Thus, at each step, rather than computing
\[
f_k = \alpha t^k (P + E_k) f_{k-1},
\]
we compute an approximation
\[
\tilde{f}_k = \alpha t^k (P + E_k) \tilde{f}_{k-1}.
\]
Directly doing such a substitution is, however, fraught with the risk of corrupting the computations. To understand why, observe that if we are to compute
\[
\tilde{f}_k = \alpha t^k (P + E_k) \tilde{f}_{k-1},
\]
the sequence of \( \| \tilde{f}_k \| \) grows before it decays, amplifying any error introduced and/or making it difficult to monitor the error. In general, this illustrates a possible pitfall when converting an existing method to using an inexact matrix-vector product. Thus we draw the attention of the reader to the fact that it may sometimes be necessary to recast an algorithm for it to fully benefit from the inexact matrix-vector idea.

In our present case, a small yet vital change is needed to make the approach successful. In this formulation, we split the computations using
\[
\gamma_k = \frac{(\alpha t)^k}{k!}
\]
and
\[
\tilde{f}_k = (P + E_k) \tilde{f}_{k-1},
\]
where \( E_k \) is the error matrix at step \( k \). The updated algorithm is given below, showing the change (statement 11 of Algorithm 2).

**Algorithm 2**: InexactUniformization(\( t, A, v, \varepsilon_{tol} \)).

\[
\{ \text{Compute } w \approx \exp(tA)v \}
\]
1. \( \alpha = \max |a_{ii}|; \quad P := I + A/\alpha; \)
2. \( \theta := 100; \quad m := \lceil \alpha t/\theta \rceil; \quad t := t/m; \)
3. \( s := \alpha t; \quad r := e^{-s}; \)
4. Choose \( \ell \) to satisfy (4);
5. \( w := v; \)
6. for \( i := 1 : m \) do
7. \( \gamma := 1; \)
8. \( f := w; \)
9. for \( k := 1 : \ell \) do
10. \( \gamma := \gamma \frac{t}{k}; \)
11. \( f := Pf; \)
12. \( w := w + \gamma f; \)
13. end
14. \( w := rw; \)
15. end

If we were using exact arithmetic with \( E_k = 0 \), we would generate the sequence of vectors \( f_k = Pf_{k-1} \), which themselves would remain probability vectors, but with our relaxation approach, we compute
\[
e^{\alpha t} \tilde{w} = v + \sum_{k=1}^{\ell} \frac{(\alpha t)^k}{k!} (P + E_k) \cdots (P + E_1)v
\]
\[
= v + \sum_{k=1}^{\ell} \frac{t^k}{k!} (P^k + E_k)v,
\]
where
\[
E_k = (P + E_k) \cdots (P + E_1) - P^k.
\]
Therefore the global error due to the inexact matrix-vector products is
\[
\bar{w} - \bar{w} = - \sum_{k=1}^{\ell} e^{-\alpha t} \frac{(\alpha t)^k}{k!} E_k v,
\]
and the total error is
\[
\|w - \bar{w}\|_1 = \|(w - \bar{w}) + (\bar{w} - \bar{w})\|_1 \leq \varepsilon_{\text{tol}} + \|w - \bar{w}\|_1.
\]

In order to show that our inexact scheme is a viable approach, we have to show that the gap between the true solution and the computed solution, \(\|w - \bar{w}\|_1\), can be bounded in a practically useful way. This correlates with [16, 19], where a bound is established for the gap between the true residual and the computed residual in the context of linear systems. To obtain a meaningful bound in our context, it is helpful to consider the relationship between the global error and the local errors. This relationship is derived in the following result.

**Theorem 3.1.** Let \(\tilde{\mathbf{f}}_0 = \mathbf{v}\) be the given starting vector, and for \(k = 1, \ldots, \ell\) let \(\tilde{\mathbf{f}}_k\) be the approximate vector computed by the inexact matrix-vector product at step \(k\), and let \(\varepsilon_k\) be the corresponding local error, that is,
\[
P \tilde{\mathbf{f}}_{k-1} = \tilde{\mathbf{f}}_k + \varepsilon_k, \quad k = 1, \ldots, \ell.
\]
Then the global error of the inexact uniformization method satisfies
\[
\bar{w} - \bar{w} = \sum_{k=1}^{\ell} e^{-\alpha t} \frac{(\alpha t)^k}{k!} \sum_{j=1}^{k} P^{k-j} \varepsilon_j
\]
and therefore
\[
\|\bar{w} - \bar{w}\|_1 \leq \sum_{k=1}^{\ell} \|\varepsilon_k\|_1.
\]

**Proof.** We have
\[
e^{\alpha t} \bar{w} = \tilde{\mathbf{f}}_0 + \sum_{k=1}^{\ell} \frac{(\alpha t)^k}{k!} \tilde{\mathbf{f}}_k
\]
\[
= \mathbf{v} + \sum_{k=1}^{\ell} \frac{(\alpha t)^k}{k!} (P \tilde{\mathbf{f}}_{k-1} - \varepsilon_k)
\]
\[
= \mathbf{v} + \sum_{k=1}^{\ell} \frac{(\alpha t)^k}{k!} (P^k \mathbf{v} - P^{k-1} \varepsilon_1 - P^{k-2} \varepsilon_2 - \cdots - \varepsilon_k).
\]
Hence (8) follows immediately. And, using the fact that \(\|P\|_1 = 1\), we obtain
\[
\|\bar{w} - \bar{w}\|_1 \leq \sum_{k=1}^{\ell} e^{-\alpha t} \frac{(\alpha t)^k}{k!} \sum_{j=1}^{k} \|\varepsilon_j\|_1 \leq \left( \sum_{k=1}^{\ell} e^{-\alpha t} \frac{(\alpha t)^k}{k!} \right) \sum_{k=1}^{\ell} \|\varepsilon_k\|_1 \leq \sum_{k=1}^{\ell} \|\varepsilon_k\|_1.
\]
Corollary 3.2. With the same notation as in Theorem 3.1, the accumulated error due to the inexact matrix-vector products satisfies

\[ f_k - \tilde{f}_k = -E_k v = -\sum_{j=1}^{k} P^{k-j} \epsilon_j \]

and therefore

\[ \| f_k - \tilde{f}_k \|_1 = \| E_k v \|_1 \leq \sum_{j=1}^{k} \| \epsilon_j \|_1. \]

Proof. The result can be inferred from (6) and (8) and the uniqueness of the Taylor expansion. Another way is to expand

\[ f_k - \tilde{f}_k = P (f_{k-1} - \tilde{f}_{k-1}) - \epsilon_k. \]

The above analysis shows that the local errors in the matrix-vector products provide a useful mechanism for estimating the accumulated errors. And more significantly, (9) shows that the global error grows only linearly with the local errors, which implies that the algorithm is robust. When the domain is split as shown in (5), we do not have \( \tilde{f}_0 = v \) anymore, but the analysis can be easily extended to this case by setting \( \tilde{f}_0 = v + \epsilon_0 \), with \( v \) understood as the current operand and \( \epsilon_0 \) as the error so far. We now discuss some ways of relaxing the matrix-vector product while controlling the local error.

3.2. Monitoring the inexact matrix-vector product. For very large problems, the probability sum condition \( \| f \|_1 = 1 \) implies that some of the components of \( f \) must necessarily be zero or at least very small. In other words, the most significant part of the support of the distribution at a given time is limited to a few components corresponding to the subset of most likely reachable states at that time. This subset changes over time, and hence the most significant part of the support changes over time too, but the size of the current subset remains small compared to the size of the full state space. While this may not always be the case, for example, if the distribution is uniform, there is a large class of important problems that exhibit this property, reflecting the fact that not all states are reached instantaneously. This observation is the cornerstone of our strategy for reducing the cost of the matrix-vector product. Let

\[ \text{Supp}(f) = \{ 1 \leq j \leq n \mid f_j > 0 \}; \]

we can write the matrix-vector product in a column-oriented manner as

\[ Pf = \left( I + \frac{1}{\alpha} A \right) f = f + \frac{1}{\alpha} \begin{bmatrix} a_1 & a_2 & \cdots & a_n \end{bmatrix} \begin{bmatrix} f_1 \\ f_2 \\ \vdots \\ f_n \end{bmatrix} = f + \sum_{j \in \text{Supp}(f)} \frac{f_j}{\alpha} a_j, \]

The key to efficiency resides therefore in tracking only a suitable approximation of this support. To this end, define the \( \epsilon \)-support of \( f \) as

\[ \text{Supp}_\epsilon(f) = \{ 1 \leq j \leq n \mid f_j > \epsilon \}, \]

and let \( \text{Supp}_\epsilon^C(f) \) be its complement, that is,

\[ \text{Supp}(f) = \text{Supp}_\epsilon(f) \cup \text{Supp}_\epsilon^C(f). \]
We now use

$$Pf \approx f + \sum_{j \in \text{Supp}_e(f)} \frac{f_j}{\alpha} a_j.$$ 

Since the essential part of the support is captured in this way, the inexact matrix-vector product may be quite a good approximation. Furthermore, the larger the problem size, the fewer (comparatively) the number of components of significance in the support, making the approach even more effective. The corresponding local error vector is therefore

$$\varepsilon = \sum_{j \notin \text{Supp}_e(f)} \frac{f_j}{\alpha} a_j = \sum_{j \in \text{Supp}_e^C(f)} \frac{f_j}{\alpha} a_j.$$ 

Noting that $$\|a_j\|_1 = 2|a_{jj}|$$ and $$\|a_j\|_\infty = |a_{jj}|$$ since $$a_{jj} = -\sum_{i=1,i\neq j}^n a_{ij}$$, we have

$$\|\varepsilon\|_1 \leq \sum_{j \in \text{Supp}_e^C(f)} \frac{2\varepsilon}{\alpha} |a_{jj}|,$$

$$\|\varepsilon\|_\infty \leq \sum_{j \in \text{Supp}_e^C(f)} \frac{\varepsilon}{\alpha} |a_{jj}|,$$

and since $$\alpha \geq |a_{jj}|$$, we get

$$\|\varepsilon\|_1 \leq 2\varepsilon (|\text{Supp}(f)| - |\text{Supp}_e(f)|), \quad \|\varepsilon\|_\infty \leq \varepsilon (|\text{Supp}(f)| - |\text{Supp}_e(f)|),$$

where $$|S|$$ denotes the cardinality of the set $$S$$. Note that $$|\text{Supp}(f)| - |\text{Supp}_e(f)|$$ is anticipated to be less than $$n$$, although we shall later use $$n$$ as an upper bound for simplicity. Combining this analysis with Theorem 3.1, we obtain the following result.

**Theorem 3.3.** For $$k = 1, \ldots, \ell$$ let $$\tilde{f}_k$$ be the approximate vector computed by the inexact matrix-vector product at step $$k$$ using the $$\varepsilon$$-support criteria. Then the global error of the inexact uniformization method satisfies

$$\|w - \tilde{w}\|_1 \leq 2\varepsilon \sum_{k=1}^\ell (|\text{Supp}(\tilde{f}_k)| - |\text{Supp}_e(\tilde{f}_k)|) \leq 2\varepsilon \sum_{k=1}^\ell (n - |\text{Supp}_e(\tilde{f}_k)|) \leq 2n\varepsilon.$$

**Remark 3.4.** Our description has focused on applying a threshold on the support of a probability vector $$f$$. It has the severity of not weighting the components with the actual matrix. Indeed since $$|a_{jj}|/\alpha \leq 1$$, it is possible to have an $$f_j > \varepsilon$$, and yet $$f_j |a_{jj}|/\alpha \leq \varepsilon$$, in which case we may ignore the column $$a_j$$ as well. Thus we can trade the conciseness of the earlier formulation for a little extra saving in the matrix-vector product. In fact, in our experiments, our column-oriented matrix-vector product $$Af/\alpha$$ accumulates columns only where $$f_j |a_{jj}|/\alpha > \varepsilon$$. Thus our inexact matrix-vector product is effectively

$$Pf \approx f + \sum_{j \text{ s.t. } f_j |a_{jj}|/\alpha > \varepsilon} \frac{f_j}{\alpha} a_j,$$

for which the corresponding local error vector is

$$\varepsilon = \sum_{j \text{ s.t. } f_j |a_{jj}|/\alpha \leq \varepsilon} \frac{f_j}{\alpha} a_j \leq \varepsilon \left\{ j \text{ s.t. } f_j |a_{jj}|/\alpha \leq \varepsilon \right\}.$$

We shall refer to this scheme as the scaled $$\varepsilon$$-support.
Remark 3.5. Another way to identify the most relevant part of the support is to determine the components of \( f \) that quickly sum to one, by, for example, sorting \( f \) in decreasing order and selecting the first few probabilities that quickly sum to one. However, for large problems, the sort, in \( O(n \log n) \) operations, is potentially more expensive than the matrix-vector product, in \( O(nz) \) operations, where \( nz \) is the number of nonzero entries of the matrix. A partial, heuristic sort is possible, but this is more involved.

Remark 3.6. Sparse matrices are usually stored using compact storage formats, of which a great variety exist [1]. Since our approach is column-oriented, it is crucial to use a format that fits the approach; otherwise the overhead of looking up and accessing the relevant columns of the matrix can outweigh any benefit of the relaxation algorithm. We recommend therefore the compressed column storage (CCS) format (cf. [1]), as it is ideally suited to our approach. Unfortunately, if the algorithm is implemented in MATLAB, which has its native sparse data type [5], referencing the relevant columns at each matrix-vector product hampers the vectorization and introduces a severe overhead. We observed that when performing the matrix-vector product \( f \leftarrow f + Af/\alpha \), with \( A \) stored as a native sparse matrix in MATLAB, it is actually more efficient to zero the nonrelevant components of \( f \) than to index the corresponding columns of \( A \). That is, letting \( \text{diag}A = \text{abs}(\text{diag}(A)) \), it is more efficient in MATLAB to execute

\[
\begin{align*}
\text{support} &= \text{find}(\text{diag}A.*f > \text{alpha}*\text{tol}); \\
g(1:n) &= 0; \quad g(\text{support}) = (1/\text{alpha})*f(\text{support}); \\
f &= f + A*g;
\end{align*}
\]

rather than

\[
\begin{align*}
\text{support} &= \text{find}(\text{diag}A.*f > \text{alpha}*\text{tol}); \\
f &= f + A(:,\text{support})*((1/\text{alpha})*f(\text{support}));
\end{align*}
\]

Thus the advantage of the inexact matrix-vector product is lost in this environment. The ideal is of course to completely avoid arithmetic operations involving zeros or the negligible part of the support. The reader wishing to experiment with our approach in MATLAB should bear in mind these issues. Our numerical experiments were conducted using the CCS format in FORTRAN, which offers a finer granularity on controlling the operations without an excessive tradeoff. We anticipate that such a procedural language is the most appropriate for very large problems.

3.3. Detecting the stationary probability distribution. A particular feature of a Markov chain is that its transition matrix \( A \) has 0 as a simple eigenvalue, and for any other nonzero eigenvalue \( \lambda \) of \( A \), \( \Re(\lambda) < 0 \). Hence the differential system (1) is stable and has a steady-state solution. It follows from this property that if \( \tilde{\omega} \) denotes the eigenvector associated with the eigenvalue 0, that is, \( A\tilde{\omega} = 0 \), then we have

\[
\lim_{t \to \infty} e^{tA}v = \tilde{\omega}.
\]

The vector \( \tilde{\omega} \) is known as the stationary probability vector. When integrating therefore over a very long time \( t \), it is possible for the uniformization method to tend to \( \tilde{\omega} \). However, implementations often shy away from attempting to detect this situation not only because it is not obvious how to do so cheaply and reliably, but also because of the unwarranted overhead of testing for an event that is more often than not unlikely to happen. However, we observed that when the stationary distribution
is reached (to within the error tolerance), a vast amount of computation is wasted unnecessarily. We can afford to check this in our approach. Indeed if in the course of our algorithm the stationary probability distribution is reached, then (10) implies that

\[ Pf \approx f. \]

Detecting this situation enables further computational savings by avoiding the addition of unnecessary terms in the series. We implemented this check only in between the steps of (5). In other words, there are at most \( m - 1 \) checkpoints in Algorithm 2, with the steady solution assumed if \( \| Pf - f \|_\infty \leq \varepsilon_{\text{tol}} \), where \( Pf \) is itself approximated with the inexact scheme.

4. Numerical experiments. Experiments were undertaken at the National Facility of the Australian Partnership for Advanced Computing (APAC). We used its SGI Altix supercomputer infrastructure, but in a single node execution (Intel Itanium2 with 1.6 GHz). We implemented the code in FORTRAN using double precision (machine precision = \( 2.10^{-15} \)), and used the Intel FORTRAN compiler (ifort) with a compilation switch to request its highest level of optimization (-O3).

For comparison, we include the exact uniformization where we added the provision of detecting the steady solution as described in section 3.3. We also include the Krylov code (DGEXPV) from the EXPOKIT package [14], which implements Arnoldi’s full orthogonalization method (FOM), where we set 30 as the dimension of the Krylov basis everywhere. This is labeled as Krylov(30) in the tables. The same \( \varepsilon_{\text{tol}} \) is used for the error control criteria. Refer to [14] for more details.

We compute the transient probability vector, \( \mathbf{w}(t) = \exp(tA)\mathbf{v} \), for \( t = 1, 10, 100 \) over nine different data sets with \( \mathbf{v} = (1, 0, \ldots, 0)^T \) of appropriate length. The choice of \( e_1 \) as the starting vector may seem too special, but it reflects the fact that we order the state space by reachability and that the Markov chain starts in the first state before evolving into other states. We repeated some of the calculations with a random starting vector. In general the computation time for the inexact uniformization increased from the case where \( e_1 \) is the starting vector, but it was still notably faster than the exact uniformization, although the differences in performance were less marked the more stringent the error tolerance became.

Recall from (7) that, in order to achieve a desired accuracy on the final result, we should set a comparable (or higher) accuracy for the inexact matrix-vector product, leading evidently to the exact uniformization if the matrix-vector product is computed to full accuracy. In the experiments, we set the same \( \varepsilon_{\text{tol}} \) value to control the inexact matrix-vector product (10). We run the experiments with the accuracy tolerance parameter ranging from \( \varepsilon_{\text{tol}} = 10^{-5} \) to \( \varepsilon_{\text{tol}} = 10^{-10} \). Note that the graphical charts use a logarithmic scale.

4.1. Mutual exclusion (MUTEX) problem. Mutual exclusion is a situation commonly encountered in computer systems. In this model, \( N \) distinguishable processes compete for a shared resource. Each of these processes alternates between a sleeping state and a resource using state. However, the number of processes that may concurrently use the resource is limited to \( P \), where \( 1 \leq P \leq N \), so that when a process wishing to move from the sleeping state to the resource using state finds \( P \) processes already using the resource, that process fails to access the resource and returns to the sleeping state. Notice that when \( P = 1 \) this model reduces to the usual mutual exclusion problem. When \( P = N \) all of the processes are independent. Let
\( \lambda(i) \) be the rate at which process \( i \) awakes from the sleeping state wishing to access the resource, and let \( \mu(i) \) be the rate at which this same process releases the resource when it has possession of it. In the experiments, we set the pair \((N, P)\) to be \((16, 4)\), \((20, 8)\), and \((20, 16)\), with the rates chosen as \( \lambda(i) = 1/i \) and \( \mu(i) = i \), for \( i = 1, \ldots, N \). The largest matrix in this series is of order \( n = 1,047,225 \) with \( nz = 21,972,345 \) nonzero elements, and \( \|A\|_\infty = 232.65 \). A modified version of the Marca Markov chain modeling package \cite{17} was used for the generation.

4.2. Nearly completely decomposable (NCD) queueing network. This model represents a multiuser interactive computer environment in which the system architecture is a time-shared, multiprogrammed, paged, virtual memory computer. The system consists of a set of \( N \) terminals, from which \( N \) users generate commands; a central processing unit (CPU); a secondary memory device (SM); and a filing device (FD). A queue of requests is associated with each device, and the scheduling is assumed to be FCFS (first come first served). When a command is generated, the user at the terminal remains inactive until the system responds. Symbolically, a user having generated a command enters the CPU queue. The behavior of the process in the system is characterized by a compute time followed either by a page fault, after which the process enters the SM queue, or an input/output (file request), in which case the process enters the FD queue. Processes that terminate their service at the SM or FD queue return to the CPU queue. Symbolically, completion of a command is represented by a departure of the process from the CPU to the terminals. This model has been often used in previous studies (see \cite{12}). The matrices that are obtained are NCD, a factor that makes computation of stationary distribution by certain methods rather difficult. Our interest is in seeing how it affects methods for obtaining transient solutions. Parameter values were chosen to generate three matrices, the largest of which is of order \( n = 91,881 \) with \( nz = 623,241 \) nonzero elements (see Table 1).

4.3. Mitogen-activated protein kinase (MAPK) cascade. The mitogen-activated protein kinase (MAPK) cascade is implicated in a variety of signaling processes governing transitions in a cell’s phenotype \cite{9}. The MAPK cascade consists of 22 chemical species and 30 chemical reaction channels. A schematic of the cascade and the reactions, with their associated rate constants, is given in Figure 1. By simulating the dynamics of the MAPK cascade using the chemical master equation (CME), we obtain a Markov chain of very large dimension \cite{4}. This example shows that it is possible to solve the CME for the MAPK cascade, at least for small numbers of molecules.

| Problem characteristics. The table shows \( n \), the order of the transition rate matrix; its number of nonzero entries, \( nz(A) \); the minimum and maximum number of nonzero entries on its columns, \( \min nz(a_j) \) and \( \max nz(a_j) \); and its \( L_\infty \) norm (maximum row sum) \( \|A\|_\infty = \max \sum_{j=1}^{n} |a_{ij}| \). The MAPK and MUTEX problems are described in sections 4.3 and 4.4, respectively, while the NCD problems are described in 4.2. |
|---|---|---|---|---|---|
| MAPK1 | 3,505 | 27,583 | 2 | 13 | 26.80 |
| MAPK2 | 484,770 | 5,820,720 | 2 | 21 | 95.10 |
| MAPK3 | 1,566,390 | 20,190,096 | 2 | 22 | 120.70 |
| MUTEX1 | 2,517 | 20,949 | 5 | 17 | 154.44 |
| MUTEX2 | 263,950 | 4,031,310 | 9 | 21 | 232.65 |
| MUTEX3 | 1,047,225 | 21,972,345 | 17 | 21 | 232.65 |
| NCD1 | 5,456 | 35,216 | 2 | 7 | 23.26 |
| NCD2 | 12,341 | 81,221 | 2 | 7 | 35.51 |
| NCD3 | 91,881 | 623,241 | 2 | 7 | 99.39 |
Reactions and their rate constants

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
<th>Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>KKK + E1 → KKK.E1</td>
<td>1.0</td>
<td>KKK.E1</td>
</tr>
<tr>
<td>KKK + E1 → KKK.KKK</td>
<td>1.0</td>
<td>KKK.KKK</td>
</tr>
<tr>
<td>KKK.E1 → KKK* + E1</td>
<td>0.1</td>
<td>KKK* + E1</td>
</tr>
<tr>
<td>KKK* + E2 → KKK.E2</td>
<td>1.0</td>
<td>KKK.E2</td>
</tr>
<tr>
<td>KKK* + E2 → KKK + E2</td>
<td>0.1</td>
<td>KKK + E2</td>
</tr>
<tr>
<td>K + KKK* → KPP.KKK</td>
<td>1.0</td>
<td>KPP.KKK</td>
</tr>
<tr>
<td>K + KKK* + E1 → KKK.E1</td>
<td>1.0</td>
<td>KKK.E1</td>
</tr>
<tr>
<td>K + KKK* + E2 → KKK.E2</td>
<td>1.0</td>
<td>KKK.E2</td>
</tr>
<tr>
<td>KPP + KKP'ase → KPK + KPK'ase</td>
<td>0.1</td>
<td>KPK + KPK'ase</td>
</tr>
<tr>
<td>KPP + KKP'ase → KPP + KPP'ase</td>
<td>0.1</td>
<td>KPP + KPP'ase</td>
</tr>
<tr>
<td>KPP + KKP'ase → KP + KP'ase</td>
<td>0.1</td>
<td>KP + KP'ase</td>
</tr>
<tr>
<td>KPP + KKP'ase → KPK + KPK'ase</td>
<td>0.1</td>
<td>KPK + KPK'ase</td>
</tr>
<tr>
<td>KPP + KKP'ase → KP + KP'ase</td>
<td>0.1</td>
<td>KP + KP'ase</td>
</tr>
</tbody>
</table>

Fig. 1. Schematic and detailed reactions in a mitogen-activated protein kinase (MAPK) cascade consisting of 10 coupled Michaelis–Menten enzyme kinetic models (adapted from [9]).

In the largest experiment here, there can be anywhere from 0 to 5 molecules of each of the 22 species, so that an upper bound on the dimension of the full state space is $6^{22}$. This reflects the so-called curse of dimensionality, which motivates the need for efficient solution techniques in systems biology. Since not all of these states are reachable in one step, the matrix is sparse and is generated based on the reachability from seven key species: the MAPK, MAPK kinase, MAPK kinase-kinase (KKK), and enzymes denoted E1, E2, MAPK phosphatase, and MAPKK phosphatase.

4.4. Discussion. The results of our extensive simulations are presented in the appendix. These detailed tables show how the results are affected by varying the choice of $\varepsilon_{\text{tol}}$ (which determines the $\varepsilon$-support) from $\varepsilon_{\text{tol}} = 10^{-5}$ to $\varepsilon_{\text{tol}} = 10^{-10}$. The reported computation times (in seconds) over such a range give an indication of the extra work required per decimal place of accuracy. For each test problem, we present $w_1(t)$ and $w_n(t)$, the first and last components of $w(t)$, as computed by the three different
methods. The results show that the inexact method produces results accurate to the specified tolerance.

In order to encapsulate the simulation results given in the appendix we present a number of figures. Figure 2 shows how the probability vector and the support evolve over time for each of the three classes of problems. Clearly the three problems have very different characteristics.

In Figure 3, we present timing results for the three classes of problems with $\varepsilon_{\text{tol}} = 10^{-7}$ and $\varepsilon_{\text{tol}} = 10^{-10}$. We see that the inexact uniformization (inexactUnif) outperforms the exact uniformization (exactUnif) in nearly all cases (except one where the exactUnif detects equilibrium early). Furthermore, for integration intervals that are not too large, the inexactUnif is very competitive with the Krylov approach. However, as the integration interval increases, the inexactUnif becomes less competitive. One of the reasons for this is that the Krylov method is very efficient in detecting equilibrium.

In Figure 4, we compare the numbers of uMATVEC between the three methods.
Fig. 3. Timings for the largest matrices in the series when $\varepsilon_{\text{tol}} = 10^{-7}$ and $\varepsilon_{\text{tol}} = 10^{-10}$. At short integration intervals, $t = 1$ and $t = 10$, the times are all small in the NCD plots, but on the other problems it is seen that the inexactUnif is effective. Note in the MUTEX plots that the steady state occurs early at $t = 10$. The Krylov method is able to detect this almost immediately (due to an invariant subspace in its Arnoldi loop) and keeps a constant execution time as soon as $t \geq 10$. The exactUnif detects equilibrium later than the Krylov method but sooner than the inexact method.

uMATVEC measures one unit of a matrix-vector product. This amounts to the standard matrix-vector product for the normal matrix-free methods, exactUnif and Krylov. However, in the case of inexactUnif, since not all columns participate in its matrix-vector operation, the number of uMATVEC is obtained by counting the number of participating columns over the entire run and dividing this by the order $n$.

In all cases, we see that there are substantially fewer uMATVEC operations with the inexactUnif technique. However, in this case, a single uMATVEC becomes increasingly more expensive as more and more conditional checks need to be processed. Indeed, this is one of the reasons why the inexactUnif becomes less competitive with the Krylov technique as the integration domain increases. It should be recalled that inexactUnif still uses almost the same number of iterations as exactUnif. Thus uMATVEC is a simple metric that gives a unified way of contrasting the methods in terms of matrix-vector products while giving a sense of the number of columns discarded by inexactUnif. Since it does not capture the fact that we still have to loop over the entire matrix using conditional checks to decide whether to skip over columns.
\[ \varepsilon_{\text{tol}} = 10^{-7} \]

\[ \varepsilon_{\text{tol}} = 10^{-10} \]

![Graphs showing the number of uMATVEC operations for the largest MAPK matrix when \( \varepsilon_{\text{tol}} = 10^{-7} \) and \( \varepsilon_{\text{tol}} = 10^{-10} \). uMATVEC measures one unit of a matrix-vector product. This amounts to the standard matrix-vector product for the normal matrix-free methods, exactUnif and Krylov. However, in the case of inexactUnif, since not all columns participate in the matrix-vector operation, the reported number of uMATVEC operations is obtained by summing the number of participating columns over the entire run and dividing this by the order \( n \).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\( \text{nz}(a_j) \) & MAPK1 & MAPK2 & MAPK3 & MUTEX1 & MUTEX2 \\
\hline
2 & 1 & 1 & 0 & 0 & 3 \\
3 & 11 & 17 & 17 & 0 & 87 & 117 & 237 \\
4 & 61 & 140 & 151 & 0 & 407 & 742 & 3,082 \\
5 & 179 & 668 & 880 & 1,820 & 0 & 87 & 117 & 237 \\
6 & 426 & 2,617 & 3,708 & 0 & 1,218 & 2,223 & 9,243 \\
7 & 712 & 7,664 & 12,162 & 0 & 3,654 & 9,139 & 79,079 \\
8 & 866 & 18,460 & 32,120 & 0 & 0 & 0 & 0 \\
9 & 717 & 35,511 & 69,410 & 0 & 125,970 & 0 \\
10 & 386 & 57,179 & 125,404 & 0 & 0 & 0 & 0 \\
11 & 179 & 75,710 & 189,459 & 0 & 0 & 0 & 0 \\
12 & 61 & 84,437 & 242,549 & 0 & 0 & 0 & 0 \\
13 & 1 & 77,521 & 261,368 & 0 & 0 & 0 & 0 \\
14 & 11 & 59,439 & 238,129 & 0 & 0 & 0 & 0 \\
15 & 179 & 36,983 & 181,494 & 0 & 0 & 0 & 0 \\
16 & 179 & 18,630 & 115,291 & 0 & 0 & 0 & 0 \\
17 & 179 & 7,234 & 59,765 & 697 & 0 & 4,845 \\
18 & 2,100 & 24,713 & 0 & 0 & 0 & 0 \\
19 & 410 & 7,800 & 0 & 0 & 0 & 0 \\
20 & 47 & 1,724 & 0 & 0 & 0 & 0 \\
21 & 2 & 235 & 137,980 & 1,042,380 \\
22 & 1 & 10 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\caption{Distribution of the numbers of nonzeros in the columns. For example, the MAPK1 matrix has one column with two nonzero elements, 11 columns with three nonzero elements, and so forth. The location of the nonzero elements in these columns is not relevant.}
\end{table}

(Together with scaling the components as indicated before), the reader should look at the value of inexactUnif in conjunction with that of exactUnif, keeping in mind the increasing number of conditional checks for matrices of large dimension over thousands of steps. This explains why the execution time of inexactUnif, seen in Figure 3, is not directly proportionate to its number of uMATVEC operations. Rather, the pay-off of the inexact matrix-vector routine is worthwhile if the discarded columns have sufficient nonzero elements so that the savings in floating point operations exceeds the conditional checks. Refer to Table 2 for the distribution of the numbers of nonzeros in the columns.)
We can draw some other conclusions based on our extensive numerical tests.

- The inexactUnif is a worthy challenger not only to the exactUnif but also to the Krylov method in a number of cases. In general the inexactUnif method brings about a 10-fold improvement over the uniformization method on problems of significant dimension and a wide range of the accuracy tolerance parameter $\varepsilon_{tol}$, to the point of even becoming faster than the Krylov method at short integration domains, $t = 1$ and $t = 10$.
- Only when $t = 100$ does the Krylov method become the fastest due to its inherent higher convergence rate [8]. This comes at the price of the extra storage for the Krylov basis (which may not be possible on all computer systems for problems this large).
- For the MUTEX problems the steady state occurs early at $t = 10$. Since the Krylov method is able to detect this almost immediately (due to an invariant subspace in its Arnoldi loop), this explains why its uMATVEC and execution time are constant as soon as $t \geq 10$. The exactUnif detects equilibrium later than the Krylov method, but sooner than the inexact method. Hence the inexactness tends to delay the detection of the steady state. This can be clearly seen on the MUTEX plots in Figure 3. The inexact method took many more iterations, while the other methods finished early, thus keeping their constant execution time.
- The inexact method is able to track the $\varepsilon$-support and exclude impressive numbers of columns, making the method worthwhile and very efficient on problems with a large number of nonzero elements per column. Understandably, it is disadvantaged on problems with very few nonzero elements per column (such as a bidiagonal or tridiagonal matrix, for example). Determining whether to avoid a column may not be worth the effort on a nearly empty column (and testing this for all columns of a large matrix over thousands of steps would incur a substantial overhead too).

5. Conclusion. We have presented a new approach to substantially reducing the cost of the uniformization method. Our new algorithm consists of relaxing the matrix-vector products so as to perform them only to sufficient accuracy. Our approach is of practical value as it tells precisely how this relaxation can be performed, with the added benefit of retaining the minimalism and malleability that make the method so popular with Markovian analysts. We characterized the ensuing global error and showed that it grows at most linearly with the local errors introduced by the inex- act matrix-vector products. We discussed strategies for refining the accuracy while reducing the execution cost. It has been observed that using our technique in an environment such as MATLAB does not reap the full benefits because of the overhead of operating on its native sparse data structure from the scripting level. However, using the appropriate sparse storage format in FORTRAN, numerical experiments showed that significant computational savings can be achieved in practical applications without a marked deterioration of accuracy.

Appendix A. MAPK results. Detailed results with the accuracy tolerance parameter ranging from $\varepsilon_{tol} = 10^{-5}$ to $\varepsilon_{tol} = 10^{-10}$, and the first and last components of $w(t)$ as computed by the different methods at various times. See section 4.4 for how to interpret the results.
### A.1. MAPK1: $n = 3,505$; $nz = 27,583$; $||\cdot||_\infty = 26.80$.

<table>
<thead>
<tr>
<th>$t = 1$</th>
<th>$t = 10$</th>
<th>$t = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{tol} = 10^{-6}$</td>
<td>$\tau_{tol} = 10^{-6}$</td>
<td>$\tau_{tol} = 10^{-6}$</td>
</tr>
<tr>
<td>nMATVEC Time</td>
<td>nMATVEC Time</td>
<td>nMATVEC Time</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
</tbody>
</table>

### A.2. MAPK2: $n = 484,770$; $nz = 5,820,720$; $||\cdot||_\infty = 95.10$.

<table>
<thead>
<tr>
<th>$t = 1$</th>
<th>$t = 10$</th>
<th>$t = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{tol} = 10^{-6}$</td>
<td>$\tau_{tol} = 10^{-6}$</td>
<td>$\tau_{tol} = 10^{-6}$</td>
</tr>
<tr>
<td>nMATVEC Time</td>
<td>nMATVEC Time</td>
<td>nMATVEC Time</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
</tbody>
</table>

### A.3. MAPK3: $n = 1,566,390$; $nz = 20,190,966$; $||\cdot||_\infty = 129.70$.

<table>
<thead>
<tr>
<th>$t = 1$</th>
<th>$t = 10$</th>
<th>$t = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{tol} = 10^{-6}$</td>
<td>$\tau_{tol} = 10^{-6}$</td>
<td>$\tau_{tol} = 10^{-6}$</td>
</tr>
<tr>
<td>nMATVEC Time</td>
<td>nMATVEC Time</td>
<td>nMATVEC Time</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>1.2E+00</td>
<td>1.2E+00</td>
</tr>
</tbody>
</table>
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## Appendix B. MUTEKX results. Parameters as for Appendix A.

### B.1. MUTEKX1: \( n = 2,517; \) \( nz = 20,949; \| || \| \_\infty = 154.44 \).

<table>
<thead>
<tr>
<th>( t=1 )</th>
<th>inexactUnif</th>
<th>exactUnif</th>
<th>Krylov(30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon ) tol = 10(^{-10} )</td>
<td>( 9 ) 5.9E-03</td>
<td>( 9 ) 5.9E-03</td>
<td>( 9 ) 5.9E-03</td>
</tr>
<tr>
<td>inexactUnif</td>
<td>9 5.9E-03</td>
<td>9 5.9E-03</td>
<td>9 5.9E-03</td>
</tr>
<tr>
<td>exactUnif</td>
<td>50 8.0E+00</td>
<td>50 8.0E+00</td>
<td>50 8.0E+00</td>
</tr>
<tr>
<td>Krylov(30)</td>
<td>9 5.9E-03</td>
<td>9 5.9E-03</td>
<td>9 5.9E-03</td>
</tr>
</tbody>
</table>

### B.2. MUTEKX2: \( n = 263,950; \) \( nz = 4,031,310; \| || \| \_\infty = 232.65 \).

<table>
<thead>
<tr>
<th>( t=1 )</th>
<th>inexactUnif</th>
<th>exactUnif</th>
<th>Krylov(30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon ) tol = 10(^{-10} )</td>
<td>( 1 ) 1.1E+00</td>
<td>( 1 ) 1.1E+00</td>
<td>( 9 ) 4.6E+00</td>
</tr>
<tr>
<td>inexactUnif</td>
<td>1 1.1E+00</td>
<td>1 1.1E+00</td>
<td>9 4.6E+00</td>
</tr>
<tr>
<td>exactUnif</td>
<td>236 9.1E-03</td>
<td>236 9.1E-03</td>
<td>124 7.0E+00</td>
</tr>
<tr>
<td>Krylov(30)</td>
<td>9 4.6E+00</td>
<td>9 4.6E+00</td>
<td>124 6.5E+00</td>
</tr>
</tbody>
</table>

### B.3. MUTEKX3: \( n = 1,047,225; \) \( nz = 21,972,345; \| || \| \_\infty = 232.65 \).

<table>
<thead>
<tr>
<th>( t=1 )</th>
<th>inexactUnif</th>
<th>exactUnif</th>
<th>Krylov(30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon ) tol = 10(^{-10} )</td>
<td>( 1 ) 9.3E-00</td>
<td>( 33 ) 6.4E+01</td>
<td>( 9 ) 3.5E+01</td>
</tr>
<tr>
<td>inexactUnif</td>
<td>1 9.3E-00</td>
<td>33 6.4E+01</td>
<td>9 3.5E+01</td>
</tr>
<tr>
<td>exactUnif</td>
<td>360 6.9E+00</td>
<td>360 6.9E+00</td>
<td>124 4.8E+00</td>
</tr>
<tr>
<td>Krylov(30)</td>
<td>9 3.5E+01</td>
<td>9 3.5E+01</td>
<td>124 4.8E+00</td>
</tr>
</tbody>
</table>

---
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### Appendix C. NCD results. Parameters as for Appendix A.

#### C.1. NCD1: $n = 5,456$; $nz = 35,216$; $|| \cdot ||_\infty = 23.26$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
<td>$10^{-7}$</td>
<td>$10^{-8}$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td></td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
</tr>
<tr>
<td>t=1</td>
<td>inexactUnif</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
</tr>
<tr>
<td></td>
<td>exactUnif</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
<td>1.2E-02</td>
</tr>
<tr>
<td></td>
<td>$t=10$</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
</tr>
<tr>
<td></td>
<td>exactUnif</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
</tr>
<tr>
<td>$n=100$</td>
<td>exactUnif</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
<td>1.4E-02</td>
</tr>
</tbody>
</table>

#### C.2. NCD2: $n = 12,341$; $nz = 81,221$; $|| \cdot ||_\infty = 35.51$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
<td>$10^{-7}$</td>
<td>$10^{-8}$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td></td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
</tr>
<tr>
<td>t=1</td>
<td>inexactUnif</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
</tr>
<tr>
<td></td>
<td>exactUnif</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
<td>1.8E-02</td>
</tr>
<tr>
<td></td>
<td>$t=10$</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
</tr>
<tr>
<td></td>
<td>exactUnif</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
</tr>
<tr>
<td>$n=100$</td>
<td>exactUnif</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
<td>2.0E-02</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>$t$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
<th>$\varepsilon_{tol}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
<td>$10^{-7}$</td>
<td>$10^{-8}$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td></td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
<td>shMATVEC Time</td>
</tr>
<tr>
<td>t=1</td>
<td>inexactUnif</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
</tr>
<tr>
<td></td>
<td>exactUnif</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
<td>1.2E-01</td>
</tr>
<tr>
<td></td>
<td>$t=10$</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
</tr>
<tr>
<td></td>
<td>exactUnif</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
</tr>
<tr>
<td>$n=100$</td>
<td>exactUnif</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
</tr>
<tr>
<td></td>
<td>Krylov(30)</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
<td>1.4E-01</td>
</tr>
</tbody>
</table>
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