Spatio-temporal stability analysis of the separated flow past a NACA 0015 airfoil with ZNMF jet control

V. Kitsios¹, A. Ooi¹ and J. Soria²

¹Walter Bassett Aerodynamics Laboratory
University of Melbourne, Victoria, 3010 AUSTRALIA
²Laboratory For Turbulence Research in Aerospace and Combustion
Monash University, 3800 AUSTRALIA

Abstract

The current paper presents the spatio-temporal stability analysis of an instance of laminar separation, with the intention of determining the most appropriate forcing frequency to initiate flow reattachment. The flow configuration is a NACA 0015 airfoil at an angle of attack (α) where laminar separation occurs immediately downstream of the leading edge. A zero-net-mass-flux (ZNMF) jet, normal to the surface and spanning the entire leading edge is used to achieve reattachment. The uncontrolled flow field was generated numerically in [5] using a three-dimensional (3-D) Large Eddy Simulation (LES) and compared to the complementary water tunnel experiments of [22]. Initial simulations of the uncontrolled case agree well with the PIV and force measurements. The stability analysis presented herein is undertaken on the mean velocity field of the LES. The frequency determined by the stability analysis to maximise spatial growth of the disturbance is finally compared to the forcing frequency that maximised lift enhancement in the experimental study.

Introduction

The control of separation in a laminar separated boundary layer is inherently linked to the initiation of the transition to turbulence. Laminar separation occurs due to the presence of an adverse pressure gradient (APG). In the present case, the APG is applied via the curvature of the airfoil surface with respect to the freestream. Laminar velocity profiles on the verge of separation are significantly more unstable to small disturbances as opposed to those with a healthy velocity profile [14]. The former are therefore more amenable to transition to turbulence for a given disturbance level in the environment, or an actively applied control. If the flow becomes turbulent, by virtue of the enhanced mixing, higher momentum fluid is drawn toward the wall and the potential for reattachment is increased. The problem of determining the frequency that best promotes reattachment in a laminar separated boundary layer, is therefore, equivalent to determining the frequency that best initiates transition to turbulence. The latter can be determined using the perturbation form of the Navier Stokes Equations (NSE) to determine the frequency that will maximise the spatial growth of a disturbance.

Proper selection of the forcing frequency ensures that a lower control amplitude is required and hence less energy expended to achieve the desired goal. This was illustrated in the study of [16], when both steady and oscillatory tangential blowing was applied to achieve a lift enhancement on a NACA 0015 airfoil for a Reynolds number based on chord length of $Re_c = 1 \times 10^6$. This study found that an order of magnitude less energy was required for an oscillatory jet to achieve the same lift enhancement when compared to the jets generated by the steady blowing mode. In the present study a ZNMF jet is adopted to apply the control.

ZNMF jets are a special case of oscillatory jets as they have zero net mass injection into the domain over one complete cycle, but importantly a non-zero momentum flow into the domain. They are typically formed by an oscillating membrane within a cavity flush-mounted below the aerodynamic surface. The cavity locally inhales and exhales the working fluid, generating a separated shear layer from its orifice [7]. ZNMF jets have successfully been applied to a range of airfoil and turbine configurations for separation control. Studies with application to low-pressure turbines have again illustrated improved efficiency of unsteady over steady suction, and jets normal to the wall were more effective than tangential blowing [19] [12]. The airfoil application of [17] at $Re_c = 3 \times 10^5$ found that jets closer to the uncontrolled separation point require a lower jet velocity to achieve the same lift enhancement.

Pay attention to these previous findings, [22] later undertook experiments on a NACA 0015 airfoil at $Re_c = 3 \times 10^5$, with the ZNMF jet normal to the surface and at the leading edge, which was near the uncontrolled separation point for angles of attack past the post-stall region. An LES of this flow configuration was then undertaken in [5]. This paper will provide a brief overview of both the experimental and numerical studies and then present the stability analysis of the mean velocity field from the LES.

Overview of Experimental Measurements

The parameter space explored in the experimental study of [22] is presented below non-dimensionalised on the basis of cord length ($c$) and freestream velocity ($U_\infty$). The pertinent non-dimensional parameters are the Reynolds number ($Re_c$), forcing frequency ($F^+$), momentum blowing coefficient ($C_m$), and for completeness an alternate measure of the jet velocity, the velocity ratio ($V/R$). Table 1 outlines the parameter definitions, the range explored with force measurements, and the parameter set that maximised the lift enhancement. Flow visualisations were then undertaken at $\alpha = 18^\circ$ for the uncontrolled and controlled flow with the parameters maximising lift enhancement. Dye streak visualisations gave a qualitative indication of the mean velocity fields, illustrating that the control significantly reduced the mean separated region (see Fig. 1). Particle Image Velocimetry (PIV) measurements were also undertaken to quantify the velocity fields.

It is assumed that the maximum lift enhancement coincides with the greatest level of reattachment and hence the most effective transition to turbulence of the laminar flow region. This assumption allows the comparison of the frequency determined in the experiments to maximise lift enhancement ($F^*_m$) to the forcing frequency determined in the stability analysis to maximise spatial growth of a disturbance ($F^{+}_{max-sg}$).

Overview of Numerical Simulation

The study of [5] utilised the incompressible version of the code
Parameter Range Lift Enhancement
Definition Explored Maximised with
Re \( c \equiv U_\infty c \) \( 3 \times 10^4 \) \( 3 \times 10^4 \)
F + \( c_f U_\infty^2 \) \( 0.3 \leq F + \leq 2.13 \times 10^4 \)
\( c_f \equiv \frac{2\pi}{(\rho U_\infty)^2} \) \( 0 \leq c_f \leq 1.38 \times 10^{-3} \) \( 1.38 \times 10^{-3} \)
VR = \( \frac{U_\infty}{U_{\text{jet(t)}}} \) \( 0 \leq VR \leq 0.7 \) \( 0.7 \)
\( \alpha \) \( 0^{\circ} \leq \alpha \leq 27^{\circ} \) \( \alpha = 18^{\circ} \)

Table 1: Parameter exploration with force measurements in the experiments of [22]

Figure 1: Die streak flow visualisations of a NACA 0015 airfoil at \( \alpha = 18^{\circ} \). (a) uncontrolled; (b) controlled. Modified from [22]

Figure 2: Topology of the modified C-type grid. (a) block topology; (b) body-fitted airfoil grid; (c) ZNMF jet cavity. [5]

Table 2: LES grid spacing details of [5]

<table>
<thead>
<tr>
<th>Direction</th>
<th>Domain Size</th>
<th>Cell Count</th>
<th>Cell Spacing</th>
<th>Viscous Scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>28c</td>
<td>808</td>
<td>( 2 \times 10^{-3} &lt; \Delta C/c &lt; 1 \times 10^{-2} )</td>
<td>( \Delta C^+/c \leq 24 )</td>
</tr>
<tr>
<td>N</td>
<td>6c</td>
<td>80</td>
<td>( \Delta N/c = 1.2 \times 10^{-3} )</td>
<td>( \Delta N^+/c \leq 3 )</td>
</tr>
<tr>
<td>Z</td>
<td>1c</td>
<td>40</td>
<td>( \Delta Z/c = 5.0 \times 10^{-2} )</td>
<td>( \Delta Z^+/c \leq 150 )</td>
</tr>
</tbody>
</table>

CDP to replicate the experimental study of [22]. CDP was developed at the Stanford Center for Turbulence Research and is an unstructured finite volume based solver. Numerical dissipation is minimised by discretising the continuity and momentum equations such that they discretely conserve kinetic energy. This is enforced on the pressure and convective terms using the approach outlined in [8]. The dynamic Smagorinski subgrid scale (SGS) model of [3] was adopted for the 3-D LES calculation.

A modified C-type grid of the NACA 0015 airfoil was adopted with the block topology as illustrated in Fig. 2(a). The grid was summarised by the inlet arc (C), the distance between the body and the outer boundary (N), and in the spanwise domain (Z). A Dirichlet boundary condition of \( (u, v, w) = (U_\infty, 0, 0) \) was applied at the inlet, top, and bottom boundaries. A Neumann boundary condition of \( \frac{\partial u}{\partial n} = 0 \) was applied at the outlet and a periodic boundary condition was applied in the spanwise direction. The computational domain size, cell count, and cell spacings (non-dimensionalised by the cord and also in viscous units) are summarised in Table 2. The ZNMF jet cavity was also resolved by the grid, but note that no controlled results are presented herein. For further details on the numerical approach refer to [5].

It is acknowledged that the resolution in the spanwise direction is not adequate, and the domain size in the spanwise direction is possibly larger than necessary. The LES data presented has \( \Delta Z^+ \leq 150 \), which is greater than the recommended level of \( \Delta Z^+ \leq 2 \) as observed in the related studies of [1] and [23]. The airfoil study of [23] also used a spanwise domain size of 0.2c in contrast to the domain size of 1c used in LES data presented. Simulations are currently being undertaken with the appropri-
ate modifications (note the cavity has also subsequently been removed). Despite the lack of resolution in the spanwise direction, the integrated forces agreed with the force measurements to within measurement error and there is a qualitative agreement with the PIV measurements as illustrated in Fig. 3. From this perspective the author assumes that the data is adequate to perform an initial stability analysis.

Stability Analysis Formulation

The stability of a fluidic system is governed by the perturbation form of the NSE to determine the effect that small perturbations have on the transition to turbulence. The perturbation form of the NSE, considering the vortical instabilities are formed by substituting the Reynold’s decomposition of velocity \( u_i = \bar{u}_i + \hat{u}_i \) and pressure \( p = \bar{p} + \hat{p} \) into the NSE and expanding the terms. The overbar modifier designates the time averaged mean and the tilde a small fluctuating component. Assuming the mean component is not time varying, then the NSE of only the mean terms are then subtracted away to return the following system of equations

\[
\frac{\partial \bar{u}}{\partial t} = 0, \quad (1)
\]

\[
\frac{\partial \hat{u}}{\partial t} + \hat{u} \frac{\partial \hat{u}}{\partial x_j} + \hat{\bar{u}} \frac{\partial \hat{u}}{\partial x_j} + \frac{1}{Re} \frac{\partial^2 \hat{u}}{\partial x_j^2} = -\bar{u} \frac{\partial \bar{u}}{\partial x_j}. \quad (2)
\]

where \( \frac{\partial}{\partial x_j} \) are quasi-linear terms and neglected in linear analysis methods [15].

For the present application, in the above system of equations \( x_1 \equiv x \) is the wall tangential direction, \( x_2 \equiv y \) is the wall normal and \( x_3 \equiv z \) the spanwise. Usually for an attached semi-bounded domain a boundary layer length scale is used to non-dimensionalise the system. In this case, however, the velocity profiles of interest are all separated. Consequently the system is instead non-dimensionalised on the basis of momentum thickness (\( \Theta_{SL} \)) and convection velocity (\( \bar{u}_{SL} \)) of the shear layer. \( \bar{u}_{SL} = \frac{\bar{u}_1 - \bar{u}_2}{2} \), where \( \bar{u}_1 \) and \( \bar{u}_2 \) are the maximum and minimum velocities at the ends of the shear layer respectively.

The analysis can then be classified as being either local or global depending on the dimensionality of the mean velocity field. Let us first introduce the state vector \( q = (u, v, w, p)^T \). The most general case is when all mean velocity components are non-zero and each are functions of all three spatial dimensions, such that

\[
\hat{q} = (\hat{u}(x,y,z), \hat{v}(x,y,z), \hat{w}(x,y,z), \hat{p}(x,y,z)).
\]

This mean field structure only allows Fourier decomposition in the time domain such that the perturbation vector is of the form

\[
\hat{q}(x,y,z,t) = \hat{q}(x,y,z)e^{-j\Omega t} + c.c.
\]

where the hat modifier designates the associated eigenvector and c.c stands for complex conjugate. Substituting the perturbation vector \( \hat{q} \) and mean field structure \( \bar{q} \) into the perturbation form of the NSE, results in a 3-D eigenvalue problem [21]. If the physics of the system, however, suggest that \( \frac{\bar{u}}{\bar{p}} \ll \frac{\bar{u}}{\bar{p}} \) and \( \frac{\bar{u}}{\bar{p}} \ll \frac{\bar{u}}{\bar{p}} \) then the mean field can be simplified to be a function of only \( x \) and \( y \). This case is termed BiGlobal with an associated 2-D mean field and perturbation vector of the form

\[
\hat{q} = (u(x,y), v(x,y), 0, p(x,y)). \quad (5)
\]

\[
\hat{q}(x,y,z,t) = \hat{q}(x,y)e^{ikz-\Omega t} + c.c. \quad (6)
\]

resulting in a two-dimensional (2-D) eigenvalue problem [21]. Local stability analysis is applicable when the physics of the system suggest that \( \frac{\bar{u}}{\bar{p}} \ll \frac{\bar{u}}{\bar{p}} \) and \( \frac{\bar{u}}{\bar{p}} \ll \frac{\bar{u}}{\bar{p}} \). This means that the mean velocity field is parallel and only a function of the wall normal direction \( y \) as follows

\[
\hat{q} = (u(y), 0, 0, p(y)), \quad (7)
\]

with associated perturbation vector

\[
\hat{q}(x,y,z,t) = \hat{q}(y)e^{ikz+ikz+ikz-\Omega t} + c.c. \quad (8)
\]

where \( k_i \) and \( k_z \) are the complex wave numbers in the \( x \) and \( z \) directions respectively and \( \Omega \) is the complex temporal eigenvalue. Substituting \( \hat{q} \) into the perturbation form of the NSE produces a second order four-equation system called the Orr-Sommerfeld Equations (OSE) [10] [18]. In the inviscid limit, they are termed the Rayleigh equations [13]. The pressure perturbation is often removed by manipulating the OSE by utilising an alternate state variable is \( \hat{q} = (\hat{v}, \hat{\omega}_y) \). where \( \hat{v} \) and \( \hat{\omega}_y \) are the wall normal velocity and vorticity perturbations respectively. After some manipulation a forth order two-equation system is produced, termed the Orr-Sommerfeld Squire Equations (OSSE) [20]. The generalised eigenvalue problem is stated as

\[
i\hat{\Omega} \begin{pmatrix} \hat{V}^2 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \hat{v} \\ \hat{\omega}_y \end{pmatrix} = \begin{pmatrix} L_{OS} & 0 \\ C & L_{SQ} \end{pmatrix} \begin{pmatrix} \hat{v} \\ \hat{\omega}_y \end{pmatrix} \quad (9)
\]

with

\[
L_{OS} = -ik_x \hat{v} \hat{V}^2 + ik_x \frac{\partial^2 \hat{v}}{\partial y^2} + \frac{1}{Re} \hat{V}^4 \quad (11)
\]

\[
C = ik_z \frac{\partial \hat{v}}{\partial y} \quad (12)
\]

\[
L_{SQ} = ik_x \hat{v} - \frac{1}{Re} \hat{V}^2 \quad (13)
\]
where \( \nabla \equiv (i k_x, \frac{\partial}{\partial y}, i k_y) \). Hence \( \nabla^2 \equiv \frac{\partial^2}{\partial y^2} - k_1^2 I \) and \( \nabla^4 \equiv \frac{\partial^4}{\partial y^4} - 2k_1^2 I + k_1^4 I \), where \( k^2_1 \equiv k_x^2 + k_y^2 \) and \( I \) is the identity matrix [15].

The above formulation captures the linear growth of a local disturbance in all three spatial dimensions and time. For an instability to be unstable, it must grow in both space and time. The imaginary components (subscript \( i \)) of the wave numbers and eigenvalues indicate the growth rates and real components (subscript \( r \)) the period of oscillation. From equation 8 it can be seen that if \( k_{x,i} < 0 \), \( \tilde{v} \) will grow and the system is spatially unstable, and the system is temporally unstable, if \( \Omega_2 > 0 \). Within the framework of the linearised OSSE, the most unstable eigenvalue will always have \( k_0 = 0 \) [2]. This uncouples the equations and it is valid to solve for only the wall normal velocity perturbation \( \tilde{v} \). If, however, a given system is found to be stable for all possible wave numbers it is possible that there is a period of significant initial transient growth due to non-orthogonality of the eigenvectors, even though all disturbance will decay in the limit of large \( t \). If this is the case then it is possible to find a larger transient growth for non-zero \( k_i \) and it is important to search this space and also to solve for both \( \tilde{v} \) and \( \Theta_{i} \) [15]. If the transient growth is large enough then non-linear effects will become important. This then provides an alternate means of the system to possibly become unstable in the limit of large \( t \).

The present study will focus on the search of primary instabilities so the analysis will be confined to \( k_y = 0 \) and the solution of only \( \tilde{v} \). Strictly speaking the physics of the system suggest that the BiGlobal formulation is the simplest model allowable for the stability analysis. The local formulation, however, will be applied to regions in flow field that best satisfy the prescribed assumptions.

### Regions of Validity for Local Linear Stability Analysis

Three key assumption have been made up to this point regarding the stability analysis: one, the flow is parallel; two, the mean velocity field is steady; and three, non-linear effects are negligible. The degree to which each of these assumptions are met is discussed in this section. The most appropriate region to undertake the stability analysis is then determined as the profile that best satisfies these assumptions.

To quantify how parallel the flow actually is, \( \tilde{v} \) is spatially averaged (denoted by \( \langle \tilde{v} \rangle \)) for a series of profiles normal to the airfoil surface. Figure 4(a) illustrates this quantity plotted against the distance along the cord length \( x_{\text{cord}} \) from the point of separation \( x_{\text{sep}} \) and non-dimensionalised by the boundary layer momentum thickness at the point of separation \( \Theta_{\text{BL,sep}} \). All spatial averages were undertaken over a profile length of 5000\( \Theta_{\text{BL,sep}} \). At the point of separation \( x_{\text{cord}} = 3.6\Theta_{\text{BL,sep}} \) \( \langle \tilde{v} \rangle \) is as large as 0.7\( \tilde{u}_{\text{SL}} \) and then reaches a minimum of 0.1\( \tilde{u}_{\text{SL}} \) at \( x_{\text{cord}} = 100\Theta_{\text{BL,sep}} \). This is equivalent to a distance from the leading edge of \( x_{\text{cord}} = 0.08c \). Past this point \( \langle \tilde{v} \rangle \) again increases and plateaus to 0.1\( U_\infty \) at \( x_{\text{cord}} = 300\Theta_{\text{BL,sep}} \) (0.24c).

The second assumption is addressed by spatially averaging the magnitude of all root mean square (rms) velocity components. Figure 4(b) illustrates that there is always an unsteady component from the point of separation onward. It increases from an initially modest level of 0.04\( \tilde{u}_{\text{SL}} \) to approximately 0.4\( \tilde{u}_{\text{SL}} \) at \( x_{\text{cord}} = 500\Theta_{\text{BL,sep}} \) (0.4c).

The third assumption of linearity is quantified by determining the manner in which \( \Theta_{\text{SL}} \) grows with position along the shear layer. In contrast to the previous two figures, where the velocity profiles were taken normal to the airfoil surface, in this case they are taken normal to the centre of the shear layer as illustrated in Fig. 5(a), and referenced with respect to the distance along the shear layer \( x_{\text{SL,sep}} \) again from the point of separation \( x_{\text{sep}} \). The centre of the shear layer was determined by fitting a spline to the region of zero time averaged spanwise vorticity \( \langle \omega \rangle \). Fig. 5(b) illustrates an initial period of non-linear growth within 100\( \Theta_{\text{BL,sep}} \) of the point of separation. Past this point the growth is linear, and hence validates the linearity assumption over the range illustrated.

Assuming the shear layer has a parallel hyperbolic tangent profile and the flow is inviscid, the result of [9] can be used to provide an indication of the frequency that will best promote reattachment. The study of [9] showed that the most spatially amplified wave grows when excited at the non-dimensional frequency \( F_{\text{max}}^{xg} = 0.032 \). This result can then be dimensionless via

\[
F_{\text{max}}^{xg} = \frac{F_{\text{max}}^{xg}\tilde{u}_{\text{SL}}}{\Theta_{\text{SL}}} = \frac{0.032\tilde{u}_{\text{SL}}}{\Theta_{\text{SL}}} \tag{14}
\]

where \( F_{\text{max}}^{xg} \) is the associated dimensional frequency. This relationship is applied to each velocity profile normal to the shear layer and then non-dimensionalised with respect to the cord length \( F_{\text{max}}^{xg} = \frac{\text{max} \langle \tilde{v} \rangle}{U_\infty} \) to relate the results back to the experimental study of [22]. Figure 5(c) illustrates that
Figure 5: Shear layer properties: (a) location of velocity profiles, with the shear layer illustrated by contours of $\partial \varepsilon_{\Omega}$; (b) degree of linearity quantified by $\Theta_{\Omega}/\Theta_{BL,sep}$; (c) indication of best frequency to initiate transition to turbulence $F^{+}_{max-lift}$.

Figure 6: Effect of numerical parameters on the most unstable eigenvalue of the Orr-Sommerfeld Squire equations: (a) effect of polynomial order; (b) effect of spatial resolution in wall normal direction.

$F^{+}_{max-sep}$ plateaus past $x_{SL} = 300\Theta_{BL,sep}$ to a frequency similar to that determined to maximise lift in the experimental study of $F^{+}_{max-lift} = 1.3$. The velocity profile normal to the airfoil surface that intersects the shear layer at $x_{SL} = 300\Theta_{BL,sep}$ is $x_{coord} = 270\Theta_{BL,sep}$. The stability analysis to follow will be applied normal to the airfoil surface at this position as it is within the linear region, equally satisfies the steady and parallel flow assumption and the shear layer analysis method of [9] indicates that the frequency that would maximise the spatial growth of the disturbances is similar to that stated in the experiment.

Sensitivity of the Orr-Sommerfeld Squire Stability Analysis

The Orr-Sommerfeld Squire local stability code solves the generalised eigenvalue problem of equation 9 using a spectral Chebyhev collocation method to discretise the wall normal dimension. The Chebyshev derivative matrices $D^{[n]}$ replace the $\frac{d}{dx}$ operators applied to the perturbation components. For details in this approach the interested reader is referred to [11]. The code is written in C++, utilising the Blitz++ library to handle the complex number mathematics and matrix operations, and clapack for the eigenvalue calculations.

The sensitivity of the code to the reconstruction of the mean velocity profiles and the Chebyshev spatial resolution is discussed in this section with application to the velocity profile at $x_{coord} = 270\Theta_{BL,sep}$. For this particular profile $\Theta_{SL} = 0.012\Omega$, $\theta_{SL} = 0.54U_{in}$ and the Reynolds number based on these parameters $Re_{0} = \frac{U_{in} \theta_{SL}}{\nu} = 196$. A domain size of 800$\Omega_{SL}$ is used in the following simulations.

The accuracy of the mean velocity field is very important in the analysis. Getting accurate data for $\frac{\partial}{\partial n}$, required for the term $L_{QS}$, is the most difficult task and the source of greatest error. The error is minimised by using the unstructured discretisation within CDP to find all of the Cartesian second order spatial derivatives of the mean velocity field. The derivatives and the mean velocities themselves were then interpolated onto the velocity profile by fitting a 2-D polynomial surface to the LES data. The stencil of node points on the LES mesh utilised to fit the polynomial surface was selected on the basis of proximity to the point on the velocity profile required for interpolation. $\frac{d\varepsilon_{\Omega}}{dy}$ (where $y$ is wall normal direction and not the Cartesian direction) was then reconstructed from the cartesian second order derivatives. The sensitivity of the most unstable eigenvalue to the polynomial order ($p$) was tested. Figure 6(a) illustrates an initial fluctuation in the real component of the wave speed ($c_{r} = \Omega/k_{x,r}$) and then plateaus past $p = 3$. The imaginary component ($c_{i} = \Omega/k_{x,i}$) changed negligibly in comparison, $p = 5$ was required for the velocity profiles to be completely smooth and utilised for all of the following simulations. It is acknowledged that the largest accumulation of errors occurs at this step. The error will be quantified in the future by using an appropriate analytical test function to trace the accumulation of the error throughout the process.
The sensitivity of the spatial resolution was then tested by holding the polynomial order constant at $p = 5$ and increasing the number of Chebyshev collocation points $(N + 1)$. Figure 6(b) shows a convergence of $c_r$ at $N = 512$. This level of spatial resolution was then used for all following simulations. The scale on the $y$-axis is the same in both Figure 6(a) and Figure 6(b) to highlight the greater variability in $c_r$ as a result of the polynomial order. The effect of wall normal domain size was also tested and found to modify $c_r$ a negligible amount in comparison to the polynomial order and spatial resolution.

**Mapping of the Orr-Sommerfeld Squire Equations**

As previously stated a system is spatially unstable if $k_{g,i} < 0$. In this section a series of unstable spatial wave numbers of varying growth rate and period are mapped to the temporal complex plane through the OSSE. For each grid point in Fig. 7(a) an eigenvalue problem is solved and the most unstable eigenvalue identified. Each grid point is then coloured by the growth rate of the eigenvalue $\Omega$. The thick black line indicates the line where $\Omega = 0$. Fig. 7(b) is an alternate representation of the same data. Instead of being plotted on the complex spatial $k$ wavenumber plane, it is plotted on the complex temporal $\Omega$ plane and now coloured with contours of spatial growth rate $k_{g,i}$. The thick black lines in each figure are equivalent. This line is important as it is the line with no temporal growth. This is representative of the ZNMF jet providing a perturbation at a constant amplitude. The task now is to identify for which temporal period $\Omega$, the spatial growth is a maximum. This is achieved by interpolating the values of the spatial growth rate $k_{g,i}$ onto the thick black line. The result of this interpolation is plotted in Fig. 7(c) with $k_{g,i}$ negated as a perturbation is spatially unstable for $k_{g,i} < 0$. The maximum spatial growth occurs at $\Omega_{\text{max} - sg} = 0.227$. The frequency that maximises spatial growth is therefore, $F_{\text{max} - sg} = \frac{\Omega_{\text{max} - sg}}{2\pi} = 0.036$. This is in close agreement with the previously stated result of [9] of $F_{\text{max} - sg} = 0.032$. The $F_{\text{max} - sg}$ determined from the current analysis is dimensionalised via

$$f_{\text{max} - sg} = \frac{F_{\text{max} - sg} \mu_{SL}}{\Theta_{SG}} = \frac{0.036 \times 0.544 U_{\infty}}{0.012c} = \frac{1.64 U_{\infty}}{c}$$

and finally scaled with respect to the airfoil length scales to yield

$$F_{\text{max} - sg}^+ = f_{\text{max} - sg} \frac{c}{U_{\infty}} = 1.64.$$  \hfill (16)

This is again in close agreement with the frequency determined in the experimental study of [22] to maximise the lift enhancement of the airfoil of $F_{\text{max} - lift}^+ = 1.3$.

The complex $k_i$ associated with the eigenvalue with $\Omega = \Omega_{\text{max} - sg} + i\theta$ was interpolated from the results of the eigenvalue simulations to be $k_i = 0.232 + 0.125i$. This particular wave number was simulated and produces a temporal eigenvalue of $\Omega = 0.227 + 0.002i$. This eigenvalue has no temporal growth, to two decimal places, and is assumed to be an adequate representation of the desired disturbance. The magnitude of the normalised wall normal velocity eigenvector ($|\hat{v}|$) associated with this eigenvalue is illustrated in Fig. 7(d). It is plotted along side $u_i \hat{v}_{SL}$, to illustrated that the majority of the energy within $\hat{v}$ is concentrated in the shear layer region. It is therefore evident that the excitation of the shear layer is responsible for the transition to turbulence. This causes an increase in mixing with the freestream at this station and higher momentum fluid is drawn to the wall, thus promoting reattachment.

This instability can also be classed as convective. The pinch point in Fig. 7(b), designated by the point $P_i$, indicates the location where the group velocity $c_{gr} = 0$ [6]. $c_{gr}$ is the speed at which a wave is convected in space. If an instability is unstable where $c_{gr} = 0$, then the instability is classed as absolute, as eventually the instability will grow and fill the entire domain and remain even after the source of the instability has been removed [4]. In this case, however, the pinch point is spatially unstable (by virtue of only simulating spatially unstable wavenumbers), but temporally stable as $\Omega < 0$ at this point. The instability is, therefore, convective. This means that when the source of the control is removed, the the instability will convect away, and the system will return back to the initial uncontrolled state [4]. This behaviour was also observed in the experiments of [22].

**Concluding Remarks**

The present paper has discussed the process of undertaking a local stability analysis on an instance of laminar separation. The key issue throughout the process has been one of spatial resolution. This line of research was initiated with the experiments of [22], with PIV measurements providing an initial mean velocity field. The spatial resolution of this mean velocity field was then increased in the numerical study of [5] using the PIV measurements to validate the LES. The spatial resolution requirements for the stability analysis presented herein, however, is still greater than available from the LES. A 2-D polynomial surface was fit to the LES data to interpolate the data required for the additional spatial resolution. This is the final step that requires additional development and verification.

Despite the issues surrounding the interpolation of the mean velocity field, and the analysis not strictly adhering to the local stability assumptions, the analysis presented herein has provided an understanding of the physics of the system. The frequency determined to maximise spatial growth of a perturbation scaled with respect to the cord length $F_{\text{max} - sg}^+ = 1.64$, was found to be very similar to the frequency determined in the experiments of [22] to maximise lift enhancement of $F_{\text{max} - lift}^+ = 1.3$. The analysis has also highlighted that the associated instability is convective in nature and that the excitation of shear layer is the key physical mechanism for transition to turbulence.
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Figure 7: Mapping of Orr-Sommerfeld Squire equations for the velocity profile at $x_{cord} = 270\theta_{BL,sep}$: (a) contours of $\Omega_i$ plotted on the complex $k_x$ plane with the line $\Omega_i = 0$; (b) contours of $k_{x,i}$ on the complex $\Omega$ plane with the line $\Omega_i = 0$; (c) determining frequency of maximum spatial growth; (d) $\bar{u}/u_{SL}$ (-----) and the eigenvector $|\hat{v}|$ (-----) associated with the most temporally unstable eigenvalue $\Omega = 0.227 + 0.002i$ of the most spatially unstable wavenumber $k_x = 0.232 - 0.125i$. 
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